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Abstract We present a sample of about 120000 red clump candidatesestfeom
the LAMOST DR2 catalog based on the empirical distributioodel in the effec-
tive temperature vs. surface gravity plane. Although, inegel, red clump stars are
considered as standard candles, they do not exactly staypamraw range of abso-
lute magnitude, but may have a range of more than one magriejoending on their
initial mass. Consequently, conventional oversimplifiesiahce estimations with the
assumption of a fixed luminosity may lead to systematic l@kged to the initial mass
or age, which can potentially affect the study of the evolutf the Galaxy with red
clump stars. We therefore employ an isochrone-based métrexstimate the absolute
magnitude of red clump stars from their observed surfaceitggs, effective temper-
atures and metallicities. We verify that the estimation oges the systematics well
and provides initial mass/age estimates that are indepénéidistance with accuracy
better than 10%.

Key words: stars: general — stars: horizontal-branch — stars: dtatist- stars:
distances — Galaxy: stellar content

1 INTRODUCTION

Red clump (RC) stars are metal-rich stars in the evoluticasplhof helium-core burning (Cassisi
& Salaris 1997). They play important roles in the study of tBelactic disk because they are
widespread in the thin disk, are usually considered to berlaos standard candles (Paczyhski &
Stanek 1998; Girardi et al. 1998; Alves 2000; Groeneweg®38pand form a prominent population
in the color magnitude diagram, which makes them easilytifigble from multi-band photometry
(Lbpez-Corredoira et al. 2002).

Identification of individual field RC stars, however, is natial because their properties are
very similar to red giant branch (RGB) stars. Paczyhski &%k (1998) used a Gaussian to model
the distribution of magnitudes for RC stars and a quadratigromial for RGB stars. Then the stars
located in the Gaussian dominated region are very likel\etR8 stars. This method was applied by
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Nataf et al. (2013) to select RC stars in the Galactic bulgeeRtly, Bovy et al. (2014) employed
a new method to identify RC stars based on their distributith a model that incorporated color,
effective temperature, surface gravity, metallicity atedlar evolution. However, these authors only
identify the primary RC stars and remove the secondary @oijpul to simplify the distance estima-
tion.

Compared to identification, distance estimation of RC simnlatively simple with the as-
sumption that the absolute magnitude of RC stars is arounded fialue with a small dispersion
(Paczynhski & Stanek 1998; Girardi et al. 1998; Alves 200f&hewegen 2008; Li & Cao 2012).

However, the stellar evolution model demonstrates that R@ slo not always stay at the
same luminosity. They are separated into two subclassisapr RC stars, which have electron-
degenerate cores, and secondary RC stars, which contaidegamerate He cores (Girardi 1999).
In general, the primary RC stars have low mass and are hedeg alhile the secondary RC stars
are massive and therefore younger than 1 Gyr. Most of thegoyifRC stars are generally brighter
than the secondary RC stars, thus the former have sn@lgithan the later (see Stello et al. 2013).
In the context of evolution of the Galactic disk, we intenahiain a sample of RC stars with a wide
range of ages so that we can trace the evolution of the Gatany present day back te 10 Gyr.
For instance, Salaris & Girardi (2002) fitted the distributiof RC stars observed thipparcos
(Perryman et al. 1997), including both the primary and sdaonpopulations, in a color-magnitude
diagram with a stellar evolution model and derived the itistion of age in the solar neighborhood.
Although keeping both the primary and secondary RC stadsarsample is important for the study
of disk evolution, the distance estimation may turn out tarime complicated since the RC stars
would not act as standard candles in this case.

As the first paper in a series of works on studying the evahuidhe Galactic disk with RC stars
from the LAMOST catalog, we initially develop a new methoddgntification for both the primary
and secondary RC stars and use the normal approach to distatimation for both populations.
This paper is organized as follows. In Section 2, we briefisoiduce data from the LAMOST survey
and describe the empirical method of identification thatgplied to RC stars. In Section 3, we
develop a new method of distance estimation. The performafthe estimation method is then
assessed in the same section. Finally, we further discessctturacy of our distance estimation in
Section 4 and draw a brief conclusion in Section 5.

2 IDENTIFICATION OF RC STARS

In this section we identify RC stars from LAMOST data usingeampirical method.

2.1 LAMOST Data

LAMOST, also called the Guo Shou Jing Telescope, is a 4-niefkacting Schmidt telescope with
4000 fibers on a 20-square degree focal plane (Cui et al. ZH& et al. 2012). The LAMOST
survey will observe more than 5 million low resolution séelspectra during its 5-year survey (Deng
etal. 2012; Liu et al. 2014b; Liu et al. 2015). According tam¥a al. (2012), winter is the best season
to acquire data due to site conditions where LAMOST is lodatéich is best suited for the Galactic
Anticenter region. Therefore, there will be lots of disk ptagions located in the region that will be
observed by LAMOST. In this work. we adopt the deriviég directly from the LAMOST pipeline
(Wu et al. 2011a,b, 2014; Luo et al. in prep) and the estimhated from Liu et al. (2014a), who
estimatdog ¢ using support vector regression with the training dataset fisteroseismic studies by
theKepler mission. The uncertainty in tHeg g estimates is only about 0.1 dex, which is a factor of
two better than that from the LAMOST pipeline for metal-rigRe/H]> —0.6) giant stars, including
RC stars.

We select stars witlbg g between 0.9 and 3.5, [Fe/H] between —0.6 and 0.4, Tapdetween
3600 and 6000K from the LAMOST Data Release 2 (DR2) cataldughvprovides good coverage
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of the RC region. We also remove all spectra with signald@sa ratio lower than 10 and finally
obtain 279423 stars.

2.2 ldentification of RC Stars

It is expected that many RC stars in the disk population valisampled by the LAMOST survey.
Indeed, Figure 1 shows that RC stars from the LAMOST DR2 ogtate prominent in thé,g vs.
log g plane. In this section, we establish an approach for ideatitin of RC stars from LAMOST
data.

Paczyhski & Stanek (1998) used a Gaussian and quadragicqroial to model the distribution
of magnitudes for RC and RGB stars, respectively. We explaischtethod into two dimensions in
theT.g vs.log g plane.

First, we empirically build a 2-D distribution model for tiR&GB stars in thd g vs.log g plane
with various metallicity bins[Fe/H] = (—0.6, —0.3), (—0.3,0.0) and(0.0, 0.4)). We mask out the
region betweeibg g = 2.0 and3.0 to avoid RC stars and fit the distribution of remaining RGBsta
with the following empirical model,

(Ter — T(logg))?
o?(log g)

NrgB(Test; logg) = N(logg) x exp |— ; 1)

whereN (log g) ando?(log g) are three smoothing cubic spline functions with differeetaficity
bins (Fe/H] = (—0.6,—0.3), (—0.3,0.0) and(0.0, 0.4)), respectively; and

150.2log® g — 946.3log® g + 2417 log g + 2188 [Fe/H| € (—0.6,—0.3)
T(logg) = { 49.8log® g — 374.1log? g + 1435log g + 2632 [Fe/H] € (—0.3,0.0) (2)
81.651log” g — 590.7log® g + 1921 log g + 2107 [Fe/H] € (0.0,0.4).

Figure 2 shows the best fit curves for the terms in Equatiops(Z). From left to right, the
range of metallicity i—0.6, —0.3), (—0.3,0.0) and(0.0, 0.4), respectivelyN (log g) ando?(log g)
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Fig. 1 The observed distribution of metal-rich ([Fe/H]—0.6) RGB stars from LAMOST DR2 in
thelog g vs. Ter plane. The bin size id log g = 0.02 and AT, = 20 K.
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Fig.2 Fitting the coefficients in Eq. (1). The solid lines are thesthiit curves, while the cross
symbols are measured from RGB stars Wit g < 2 and > 3. From left to right, the metallicity
bins are(—0.6, —0.3), (—0.3,0.0) and (0.0, 0.4), respectively. The top panels show the best fit
smoothing splines folV and the bottom panels show the best fit splinessfarThe other panels
show the best fit polynomials, the coefficients of which appa Eq. (2).

are the best fit smoothing spline functions shown in the tapesaand bottom panels of Figure 2,
respectively. The other panels of Figure 2 show the bestlijnpmials for the terms in Equation (2).

Assuming that RGB stars are smoothly distributed alog;, we caninterpolate the distribu-
tion of RGB stars betweelng g = 2.0 and3.0 with the best fit model shown in Equations (1)—(2).
The middle panels of Figure 3 show the distribution of RGBssteccording to our model in tHe. ¢
vs.log g plane for various [Fe/H] bins in different rows.

Second, we subtract the smoothed distribution model of RaB dorlogg = 2 and3 and
the residuals are mostly contributed by the RC stars, asrslimthe right panels of Figure 3, in
which the contours represent 68% (red) and 95% (yellow) detapess in the residual distribution.
A compromise has to be made between the completeness fophothry and secondary RC stars
and the fraction of contamination from the RGB stars. We flrat the 68% completeness contour
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Fig. 3 From top to bottom, the metallicity bins afe 0.6, —0.3), (—0.3, 0.0) and(0.0, 0.4), respec-
tively. The left panels display distributions of the fullnsple of giant stars with different metallici-
ties. The middle panels show the best fit distribution modeRGB stars. The right panels present
the distributions of residuals from the full sample in thi panels after subtracting the RGB distri-
butions in the middle panels. They are mostly contribute@Bystars. The red and yellow contours
show the 68% and 95% completeness of the RC candidatesctiespe The top horizontal, bottom
horizontal and vertical white lines give cuts for stars with g > 2.9 dex,logg < 2.1 dex and
Ter > 5200 K, respectively. The slanted white line located@t g = 0.0016 T.g —4.7170 gives
another cut for removing RGB bump stars located in the bottgitt corner of the 95% contour in
the bottom-right panel. The color represents the stellantm the bins.

cannot cover the region with the most secondary RC starsftive, we select 95% completeness
as the recommended selection criterion for RC stars. Withdmpirical distribution of RC stars,
other users can freely adjust the selection criterion tatiflea different sample of RC stars to meet
their specific requirements. It can be noted that there aaedrctional areas far from the empirical
RC star region that are also within the 95% completeness. [&hey may be artificial features
because the data are quite sparse in these regions. We tmeraligaxclude three artificial areas
with Tog> 5200K, log g < 2.1 dex andlog g > 2.9 dex. Moreover, the bottom-right corner of the
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Fig.4 The colors show the fractions of true RC stars with differaetallicity bins,(—0.6, —0.3),
(—0.3,0.0) and(0.0, 0.4), from the left to right panels, respectively, in the g vs. Tcg plane.

Table 1 The Location of the RC Candidates in the Right Panel of Fig. 3

[Fe/H] Completeness level Contour level Ngrc Total ratio of RC stars

(-0.6,-0.3) 68% 51.39 36099 89.68%
95% 15.46 54890 80.47%

(-0.3,0.0) 68% 42.26 31553 83.32%
95% 10.46 48064 76.29%

(0.0,0.4) 68% 12.12 11291 84.87%
95% 3.01 15757 81.13%

Notes: Contour level: the contour levels in Fig. 3 corresptin68% or 95% completenestic:
number of RC candidates enclosed in the contour (with thé&iaddl cut around the edges, see
white lines in the right panels of Fig. 3). Ratio of RC stahe total fraction of RC stars to the all
metal-rich giant stars within the contour level.

95% completeness level in the bottom-right panel is applgreantributed by the RGB bump stars
rather than the RC stars. Therefore, a fourth clb@y < 0.0016 T —4.7170 is added to remove
contamination from the RGB bump stars. These additional dats are shown as white lines in the
right panels of Figure 3. Finally, we find 118711 RC candidatih a refined 95% completeness
level.

Although most stars located in the refined 95%-level regrenRC stars, some contaminations
might still be included. Assuming that the residual disttibn in T.g vs. log g planes of Figure 3
are the distributions of the true RC stars, we can give thegm¢age of the true RC stars by dividing
the residual distributions by the full distributions, whicontain both RC and RGB stars, although
this method cannot identify individual RC stars.

Figure 4 shows the fractions of RC stars in thgr vs. logg planes for metallicity bins
(—0.6,—0.3), (—0.3,0.0) and(0.0, 0.4) from left to right, respectively, demonstrating that thecfr
tions of true RC stars are mostly larger than 75%, even foresmygions with secondary RC stars
in the candidate catalog. The contour levels for 68% and 986fdpteteness, the numbers of RC
candidates under such completeness levels, and the tattibfn of the true RC stars are listed in
Table 1.

Compared with the method provided by Bovy et al. (2014), oethad does not depend on
the stellar model but rather only on the specific observatidforeover, although the number of
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secondary RC stars is less than that of primary RC stars, wetdhdiscriminate them from the
background RGB stars with a fraction of 75985%, as shown in Figure 4. Therefore, the identifi-
cation of RC stars in this work is suitable for both primargaecondary RC stars, ensuring that the
study of the evolution of the Milky Way can be extended frerh Gyr to around 10 Gyr based on
this sample.

3 DISTANCE ESTIMATIONS

Most of the RC stars are located in the Galactic disk and #pgarent magnitudes and color indices
are significantly affected by interstellar extinction. Téfere, the distance and reddening have to
be determined simultaneously. In the next subsection, wednce a likelihood method to deter-
mine these quantities, and then we apply this method withd fa@d varying absolute magnitude,
respectively, in the following two subsections.

3.1 A Likelihood Method to Estimate Distance and Reddening

The first step to estimate the distance of RC stars is to esitha reddening from the observed
color index. Currently, LAMOST spectra do not have good agdtimulti-band photometry. The
input catalog used is a combination of UCAC4 (Zacharias.€2@13), PanSTARRS1 (Tonry et al.
2012), SDSS (Ahn et al. 2014), and the Xuyi Schmidt Teles@p#ometric Survey of the Galactic
Anti-center (XSTPS-GAC) (Yuan et al. 2015). Although altbése source catalogs contgin- and
i bands, they are still not well calibrated with each otheerEfore, at this stage, we use the 2MASS
catalog (Skrutskie et al. 2006) as the input catalog to de¢he reddening and distance for RC stars.
The likelihood of E(J — K) for an RC star given the observdd— K and the intrinsic color
index of RC stars can be written as

Pr(E(J -K)|J—-K,05-k,(J — K)rc,0rcC,/-K)
(E(J -K)—-((J-K)-(J=K)rc))*

2005 _x+ %K)

: 3)

~exp |—

where (J — K)prc is the intrinsic color index of RC stars,zc.j— i the dispersion of intrinsic
color index for RC stars, angl;_ x the measurement error of the observed K. To convert the
reddening inJ — K to extinction inK band, we adopt an expression from Indebetouw et al. (2005)

Ak = 0.67E(J — K). (4)

Then, the likelihood of the distance moduliis)/, for an RC star given the observé&dmagnitude
and the fixed absolute magnitulle; can be written as

(DM — (K — Ag — Mg + 5))?

PT‘(DM|K,UK7AK,1\1K,O'MK)Nexp — 2(02 +02 )
K Mk

: (5)

whereM is the fixed absolute magnitude ki band for RC starsry,. the intrinsic dispersion of
absolute magnitude ix band for RC stars, andy is the measurement error of the appar&nt
magnitude.

3.2 The Fixed Absolute Magnitude and the Intrinsic Color Index of RC Stars

Combined with Equations (3)—(5), the likelihood of bdiliJ — K) and DM for RC stars can be
derived. The last ingredients that need to be put in are thelate magnitude, intrinsic color index
and their intrinsic dispersions for RC stars. Although sditezatures have provided the absolute
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Table 2 The Derived Absolute Magnitude and Intrinsic Color IndeXR&@ Stars

Mg oM J-K 0J-K
(mag) (mag) (mag) (mag)

Reddened —1.529+0.003  0.075+£0.003 0.681 £0.003  0.104 £ 0.005
Dereddened —1.5494+0.003 0.076 +0.003  0.658 £0.001  0.072 £ 0.001

magnitude in the< band and the intrinsic absolute magnitude/in- K for RC stars (Alves 2000;
Groenewegen 2008; Zasowski et al. 2013, etc.), the intridisipersions for both quantities, which
are necessary in our likelihood method, are not self-ctersily provided. Therefore, we estimate
the absolute magnitude i band, the intrinsic color index if — K, and their intrinsic dispersions
with the Hipparcos data.

The Hipparcos catalog provides parallaxes for more than 100000 brighs staousands of
which are located in the region of RC stars in the HR diagramorber to estimate the absolute
magnitude of RC stars, we need to correct the reddening d#&shstep. Bailer-Jones (2011) es-
timated the extinction parameters for about 47 60pparcos stars which are sparsely distributed
in the sky. We extend the extinction to &ipparcos stars using spatial interpolation. For a star of
interest, we select all stars with reddening parameteligeteby Bailer-Jones (2011) within a 10-
degree-radius circle and 20 pc in distance around it. Theassggn the median reddening value for
all selected stars as the reddening value for the star ofisttdn order to ensure the accuracy of the
absolute magnitude, we select stars with errors in parahaaller than 20% and errors in 2MASS
photometry smaller than 0.5 mag. Figure 5 shows.the K vs. M diagrams without (top-left
panel) and with (middle-left panel) dereddening for abdi@ giant stars wittM ;. < 0 mag.

We adopt the empirical model of the distribution\ify, from Paczyhski & Stanek (1998), which
has the following form

(6)

M — 2
F=a+bMg —c)®+dexp {—w} ,

2f2

whereaq, b, ¢, d, e and f are the free parameters. The quadratic polynomial in Equg@) models
the stellar distribution of the RGB stars and the Gaussian teodels the RC stars.
Similarly, we use this model for the marginalized distribatof color index

N2
Fled +0(J—K—d)?+d exp [—%} . @)
We fit the models for the absolute magnitude and color indéxWwihout and with dereddening.

The top-right panel of Figure 5 shows the best fit for the meatized reddened absolute magnitude
with Equation (6). The middle-right panel shows the best &itel for the marginalized dereddened
absolute magnitude. In addition, the bottom panel showsdse fit for the reddened (dashed line)
and dereddened (solid line) color indéx— K. Table 2 lists the best fit absolute magnitude and
intrinsic color index and their dispersions. It shows thHe tlereddened absolute magnitude and
intrinsic color index are brighter and bluer than the reagievalues by about 2%, respectively. In
this work we adopt the dereddenktly and.J — K as the standard value in the estimation of the
distances for RC stars.

3.3 TheMy Based on Synthetic Isochrones

The assumption that the RC stars have a fixed magnitude camvori for primary RC stars, which
are mostly composed of relatively older RC stars comparé#dtive secondary ones. When we want
to trace the evolution of the Galactic disk with RC stars, wermot only use the primary RC stars
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Fig. 5 The top-left panel shows the reddenéd K vs. M x + Ak diagram for about 900 giant stars
selected from thélipparcos catalog. The middle-left panel shows a similar plot but vétbered-
dened color index and absolute magnitude. The bottom phoelssthe marginalized distribution of
the reddened — K for the stars (corresponding to the top-left panel) withssrsymbols and that of
the dereddened color indéX — K)o (corresponding to the middle-left panel) with square syisibo
The dashed and solid lines are the best fit model of Eq. (7h®rt— K and(J — K)o, respec-
tively. The top-right panel shows the marginalized disttibn of Mx + Ax with cross symbols.
The dashed line stands for the best fit model according to@gThe middle-right panel shows the
marginalized distribution of the deredden&fl with square symbols, and the best fit model with
the solid line.

and ignore the secondary RC stars. Therefore, we need touafite approach used to estimate the
distance to RC stars so that the secondary RC stars are kdsoitdo account.

We turn to use a special isochrone fitting process to estith@tebsolute magnitude for all
kinds of RC stars. After quickly reviewing the isochroneg, rgalize that the absolute magnitude
of RC stars is a function dbg g, [Fe/H] andT,s. Panel (a) of Figure 6 shows the synthetic RC
stars from the PARSEC library (Bressan et al. 2012) inltlagy vs. Mk plane. It shows tha¥l x is
strongly dependent olog g. Further separations of the data into different initiallatenasses are
shown in the right panels. We find that the RC stars with steflasses 00.8 ~ 1.1 M, (panel
(b) in Fig. 6) are mostly concentrated withihx = —1.4 ~ —1.6 mag, while theM i for RC stars
with initial mass ofl.1 ~ 1.4 M, increases te-1.6 ~ —1.8 mag (panel (c)). Then thelx for RC
stars with initial mass at.4 ~ 1.7 M moves back to the rangel.5 ~ —1.7mag (panel (d)). For
RC stars withl.7 ~ 2.0 M), Mg dramatically extends from —1 to more than-2mag (panel
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Fig. 6 Panel (a): The synthetlog g vs. M diagram for RC stars from the PARSEC stellar evolution
track (Bressan et al. 2012). The range of age is from 4 Myr tGy3in steps ofA(log¢) = 0.05.
The ranges of metallicity [Fe/H] and/,; are —0.6 ~ 0.3 (Z5=0.0152) and).8 ~ 2M, re-
spectively. Panels (b)-(e): THeg g-Mx relation for RC stars with\/i,; between0.8 ~ 1.1Mp),
11~14Mg), 1.4 ~ 1.7Mg), andl.7 ~ 2.0M¢), respectively.

(e)). To further investigate how the ;. varies, we separate the synthetic stars into two groups at
[Fe/H]= —0.3. For the RC stars with [Fe/H] —0.3 dex, the relation betwee¥ x andlog g can be
empirically modeled with a quadratic polynomial (see tHatezl panels in Fig. 7)

Mg = Pilog? g + Py log g + Ps. (8)

The best fit coefficientd®; (i = 1,2,3) are listed in Table 3. For stars with [FeAd]—0.3 dex,
whenlogg < 2.45, the Mg is no longer a function ofog g (see the related panels in Fig. 7).
Figure 8 shows that for these stars, the absolute magnisugeighly a linear function of effective
temperature. Then we have the following more complicatidion

{ PiTeg + P logg < 2.45
My =

Pylog? g+ Pylogg+ Ps logg > 2.45. 9)

Table 4 shows the best fit coefficients Bf (i = 1,2, 3). It can be noted that for both groups of
metallicity, the synthetic data (dots) shown in Figures @ &8rare not exactly located on a narrow
line, but are spread out with varying dispersions. We theasuee the dispersions of the residuals
of Mg for the synthetic RC stars with respect to the best fit modedsfierent bins of metallicity
and show them in the column fex,,, in Tables 3 and 4.

Then, for each observed RC star, we firstly derive g andoy, from its Teg, log g and
[Fe/H], and reinsert them into Equation (5) to derive theliikood of the distance modulus. Because
the intrinsic color index of the primary and secondary RCssisiquite similar, we adopt this value
derived from Section 3.2.

3.4 Performance Assessment

Before applying the improved distance estimation resolthé LAMOST data, we assess the per-
formance of the improvedll ; model demonstrated in Section 3.3.
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Fig. 7 For RC stars withog g > 2.45, Mk is modeled as a quadratic polynomiallog g for each
[Fe/H] bin. The dots are the synthetic data and the linesteréest fit quadratic polynomials.

We arbitrarily select 1000 points from the synthetic datasel add random Gaussian errors
to the true values of ., log g and [Fe/H]. For each synthetic RC star, we create 20 mock star
with different random errors. In total, we create 20000 metzes with errors. Then, we derive
the absolute magnitude for the mock data based on the metsadilded in Section 3.3. We create
a total of nine mock datasets with various measurementsenblog g, T.¢ and [Fe/H]. In the
first three mock datasets, we simulate errors with , = 0.1, 0.2 and 0.3 dex, respectively, with
or,, = 120K andoyr. ) = 0.1dex. The second three mock datasets are simulated withmando
errors ofor,, = 120, 150 and 200K, respectively, with,s , = 0.1 dex ando (g, /i) = 0.1 dex. The
last three mock datasets hawg. ;) = 0.1, 0.2 and 0.3 dex, respectively, with,, , = 0.1 dex and
or., = 120K. We compare the derived absolute magnitudes with the taligeg in the nine mock
samples. The residuals of the derived absolute magnitusl&sations of the errors in the stellar
parameters are shown in Figure 9.

The left panels of Figure 9 show the residuals\bf;, denoted asM g, as a function of the
errors inlog g atoies 4 = 0.1, 0.2 and 0.3 dex from top to bottom, respectively. It demmates that
the larger the uncertainty ilog g, the larger the errors in absolute magnitude. When the rando
errors inlog g are larger, the deriveM ;- seems more overestimated. However, slightly increasing



Red Clump Stars from the LAMOST Data |

[Fe/H1=[-0.6,-0.5]

[Fe/H]1=[-0.5,-0.4]

[Fe/H]=[-0.4,-0.3]

-0.8 . . 1 . . . 1
4800 4850 4900 4950 5000 5050 5100 5150 5200

Teff

Fig. 8 For RC stars withog g < 2.45 and [Fe/Hk —0.3, theM g is modeled linearly as a function
of Teg in each [Fe/H] bin. The dots are the synthetic data and tles lame the best fit lines.

Table 3 The Coefficients from Different [Fe/H] Bins for
the M Model of Metal-rich RC Stars

Mg = P log? g+ Palogg + P3

[Fe/H] | Py P> P3 OM g

(-0.3,-0.2) 6.72 -33.94 41.15 0.12
(-0.2,-0.1) | 6.67 -33.55  40.49 0.10
(-0.1,0.0) 6.21 -31.25 37.64 0.11
(0.0,0.1) 6.17 -31.00  37.26 0.10
(0.1,0.2) 6.19 -31.05 37.26 0.09

Table 4 The Coefficients from Different [Fe/H] Bins for thd x Model of Metal-poor RC Stars

logg < 2.45 logg > 2.45
Mg = PiTeg + P2 Mg = P1log? g+ P2logg + Ps
[Fe/H] | Py P> oMy | Py P P3 OMg
(-0.6,-0.5) | 0.0024 -13.65 0.15 | 7.87 —39.98 49.06 0.09
(-0.5,-0.4) | 0.0026 -14.50 0.14 | 6.28 -31.74 38.41 0.08
(-0.4,-0.3) | 0.0027 -14.73 0.14 | 6.54 —33.09 40.16 0.08

1177
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021

Tlogg =

gy =03 IS oo =0.3 |

—2.0 . . . . . . . . . . . L P R R S L
-0.6-0.4-0.2 0.0 0.2 04 0.6 -0.6-0.4-0.2 0.0 0.2 0.4 0.6 —4063062061000 100200300400
dlogg §|Fe/H] 0T

Fig.9 Scatter plots showing the residuals of deriwdg:, denoted byyM x, for 20 000 simulated
data with various uncertaintiesiog g (left panels), [Fe/H] (middle panels) andTeq (right panels).

0.30 . T T ; ; ; ; ;
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0.26} + + 1
“
= 0.24} + + g
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0.20} + + 1

0.18 ‘ ‘ D~ P CI—

0.1 0.2 0.3 0.1 0.2 0.3 12 150 200
Ologq TFe/H]| o1,

Fig. 10 The relationship between the standard deviation of theluess inM x, denoted byrn,, ,
and the uncertainty itog g (010gg), [FE/H] (0(pe/n)) aNdTes (o1,).

the uncertainties in [Fe/H] (the middle panels) akhg (the right panels) would not significantly
increase uncertainties in théyx estimates.

Figure 10 presents the standard deviatiofldfy in terms of ther of the best fit Gaussian from
the histogram o6 M, as functions of the uncertaintieslog; g (the left panel), [Fe/H] (the middle
panel) andl.g (the right panel). Again, this figure shows that the accuiadhe M estimates
mostly relies on the accuracy tfg g, rather than that of [Fe/H] an@d.;. Therefore, an accurate
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log g calibrated with asteroseisniieg g from Liu et al. (2014a) is very important in a highly accurate
distance estimation.

Figure 10 also shows that with the typical uncertainty ofdeg inlog ¢ the uncertainty of the
derived absolute magnitude is better than 0.2 mag, corneipg to~10% in distance.

4 DISCUSSION
4.1 Comparison between Two Absolute Magnitude Models

In Section 3, we discuss two approaches to estimating thewbsnagnitude of RC stars. Itis worth
directly comparing the distance estimates based on the ifieveht methods. Figure 11 shows the
difference in the distance estimates for the LAMOST RC diate/een the fixed absolute magnitude-
based and the isochrone-based method as a functiog ¢fIt can be seen that the fixed magnitude-
based method tends to underestimate the values for RC sthrsmallerlog ¢ and also tends to
significantly overestimate those with largleg g. The overestimation in data with lardeg g is
because the fixed absolute magnitude is dominated by theapriRC stars and hence may not
be suitable for secondary RC stars. The underestimatiom gy < 2.7 dex is likely because of
the slight inconsistency between th&x used in the synthetic isochrones and the one derived in
Section 3.2. In Figure 11, we find that the systematic biasb#hby more than 20% in largeg g
given a fixed absolute magnitude. Whieg g < 2.3 dex, the isochrone-based method may not give
reliableM i estimates for RC stars since this is very close to the boyrafdhe isochrone data (see
Fig. 8). Therefore the errors increase in this region, as/atho Figure 11.

4.2 External Uncertainty in the Distance Estimation

In Section 3.4, we use the mock data created from the syntHata to test the performance of
distance estimation based on isochrones. This, howeverpely give the internal error but not
the external one. We then cross-identify the RC stars fran thMOST data with theHipparcos

catalog. Unfortunately, we only obtain less than 10 comm@nsRars with parallax error less than

0.5

0.4

0.3F

0.2F

0.1p

(Diso—Daa)/Daixng,

0.0

—t

—0.1}

-0.2r E

03 . . . . . . .
2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8

logg

Fig. 11 The comparison between the the isochrone-baBgd)and fixed absolute magnitude-based
(Dssxur, ) distance estimates with varioliss g.
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50%. Because most of these RC stars suffer larger uncegrtaiptirallax, they cannot be treated as
standard stars to investigate the external error in thénieoe-based distance estimates. To resolve
this issue, we need to wait for the comi@gia data (Bailer-Jones 2009), which will release its first
catalog in 2016.

5 CONCLUSIONS

In this work, we set up an empirical model in tigy vs. log g plane to identify the RC stars in
data from the LAMOST DR2. The employed approach identifigsomby the primary, but also the
secondary RC stars. This will be very helpful for the studthefevolution of the Milky Way, because
the range of RC stars can be extended froirGyr (contributed by the secondary RC stars) to 10 Gyr
(contributed by the primary RC stars). Finally, we identif{8 711 RC stars from LAMOST DR2
with a 95% completeness level. The sample of selected RE€ i@y be contaminated by RGB stars
with a fraction of about 20%.

After identifying the RC stars, we develop two different epgiches to estimate their distances
as well as the interstellar extinction. The first one is based fixed absolute magnitude and intrin-
sic color index. The accuracy of the fixed absolute magnitesed approach relies on the accuracy
of determining the absolute magnitude and the dispersitineofibsolute magnitude. Consequently,
we revisit the absolute magnitude and its dispersion for R€&s$n K band. We adopt an empirical
model that is similar to the one introduced by Paczyhski &ngk (1998), but take into account
interstellar extinction foHipparcos RC stars. Although the extinction is small, it leads to anarnd
estimation of the absolute magnitude by about 2%.

Although this method is sufficiently accurate for most of ghignary RC stars, it is not suitable
for secondary RC stars, which significantly varylig ¢ and hence also in absolute magnitude. We
then develop a second approach considering both types ot&€tsmsed on the isochrones. With
the empirical model, we associate the absolute magnitudae &C star with its [Fe/H]log g and
T.¢. The more refined model can reduce the uncertainty in thartistestimates to 10% for almost
all types of RC stars given the errorlisg g of around 0.1 dex.

This sample of RC stars gives a good representation of thec@abisk, particularly the outer
disk, allowing us to map the structure, kinematics and giaiof the Galactic disk in future works.
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