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Abstract We model the evolution of the spin frequency’s second dévie@ and the
braking index» of radio pulsars with simulations within the phenomenatagimodel

of their surface magnetic field evolution, which containerag-term power-law decay
modulated by short-term oscillations. For the pulsar PSR288-54, a model with
three oscillation components can reproduce’it@ariation. We show that the “aver-
aged’n is different from the instantaneous and its oscillation magnitude decreases
abruptly as the time span increases, due to the “averagffegteThe simulated tim-
ing residuals agree with the main features of the reportéal. d@ur model predicts
that the averaged of PSR B0329+54 will start to decrease rapidly with newerndat
beyond those used in Hobbs et al. We further perform Mont&Ganulations for the
distribution of the reported data ji| and|n| versus characteristic age diagrams.

It is found that the magnetic field oscillation model with dgéndexa = 0 can re-
produce the distributions quite well. Compared with magnietld decay due to the
ambipolar diffusion ¢ = 0.5) and the Hall cascadex(= 1.0), the model with no
long term decayd¢ = 0) is clearly preferred for old pulsars by the p-values of the
two-dimensional Kolmogorov-Smirnov test.

Key words: stars: neutron — pulsars: individual (B0329+54) — pulsgeieral —
magnetic fields

1 INTRODUCTION

The spin-down of radio pulsars is caused by emitting electignetic radiation and by accelerating
particle winds. Traditionally, the evolution of their rd¢ian frequencies may be described by the
braking law

v=-—-Kv"

; 1)

wheren is the braking index, and is a positive constant that depends on the magnetic dipole
moment and the moment of inertia of the neutron star (NS). iffgréntiating Equation (1), one
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can obtaim in terms of several observables= i’v/i2. For the standard vacuum magnetic dipole
radiation model with a constant magnetic field (.= 0), n = 3 (Manchester & Taylor 1977).
Thus the frequency’s second derivative can be simply espreas

=302 /u. (2)

The model predictg > 0 and|’| should be very small.

However, unexpectedly large valuesiofvere measured for several dozen pulsars thirty years
ago (Gullahorn & Rankin 1978; Helfand et al. 1980; Manche&t&aylor 1977), and many of those
pulsars surprisingly showed < 0. Some authors suggested that the observed valugscotild
result from a noise-type fluctuation in the pulsar periodi{hiwl et al. 1980; Cordes 1980; Cordes &
Helfand 1980). Based on the timing data of PSR B0329+54, Beshi & Proszynski (1979) further
proposed that a distant planet would influeficand the quasi-sinusoidal modulation in timing resid-
uals might be caused by changes in pulse shape, precessionagfnetic dipole axis, or an orbiting
planet. Baykal et al. (1999) investigated the stabilitydbr pulsars PSR B0823+26, PSR B1706—
16, PSR B1749-28 and PSR B2021+51 using their time-ofarfiVOA) data extending to more
than three decades. This analysis confirmed that the anasiaterms of these sources arise from
red noise (timing residuals with low frequency structuvd)ich may originate from external torques
applied by the magnetosphere of a pulsar.

The relationship between the low frequency structure inntgmesiduals and the fluctuations in
pulsar spin parameters,(r andv) is very interesting and important. We call both the resisiaad
the fluctuations the “timing noise” in the present work, sinee will infer that they have the same
origin. Timing noise for some pulsars has been studied fer éaur decades (e.g. Boynton et al.
1972; Groth 1975; Jones 1982; Cordes & Downs 1985; D’'Aledisaat al. 1995; Kaspi et al. 1999;
Chukwude 2003; Livingstone et al. 2005; Shannon & Corde<20Qiu et al. 2011; Coles et al.
2011; Jones 2012). However, the origins of the timing noisestll controversial and there is still
unmodeled physics to be understood. Boynton et al. (197)ested that the timing noise might
arise from “random walk” processes. The random walk may be produced by small scale internal
superfluid vortices (Alpar et al. 1986; Cheng 1987a), or stesm ¢ ~ 10 ms for the Crab pulsar)
fluctuations in the size of the outer magnetosphere gap @h@87b). Stairs et al. (2000) reported
long timescale, highly periodic and correlated variationghe pulse shape and the slow-down rate
of the pulsar PSR B1828-11, which have generally been cereicas evidence of free precession.
The possibilities were also proposed that the quasi-perinddulations in timing residuals could be
caused by an orbiting asteroid belt (Cordes & Shannon 2008&)fassil accretion disk (Qiao et al.
2003).

Recently, Hobbs et al. 2010 (hereafter H2010) carried caiintiost extensive study so far of
long term timing irregularities for 366 pulsars. Besidesngi out some timing noise models in
terms of observational imperfections, random walks andgikry companions, some of their main
conclusions were: (1) timing noise is widespread in pulsaiis inversely correlated with pulsar
characteristic age.; (2) significant periodicities are seen in the timing noisa dew pulsars, but
quasi-periodic features are widely observed; (3) the gires seen in the timing noise vary with data
spans, i.e., more quasi-periodic features are seen fogetatata span and the magnitudeigffor
a shorter data span is much larger than that caused by theetagraking of the NS; and (4) the
numbers of negative and positiveare almost equal in the sample, ifé, ~ N,,. Lyne et al. (2010)
showed credible evidence that timing noise @anare correlated with changes in the pulse shapes,
and are therefore linked to and caused by changes in thersutsagnetosphere.

Blandford & Romani (1988) re-formulated the braking law gfidsar as’ = — K (t)v3, which
means that the standard magnetic dipole radiation is ssibonsible for the instantaneous spin-
down of a pulsar, anév/? # 3 does not indicate deviation from the dipole radiation mptet
only means that<(¢) is time dependent. Considering the magnetospheric origtiming noise
as inferred by Lyne et al. (2010), we assume that magnetid &eblution is responsible for the
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variation of K (t), i.e. K = AB(t)?, in which A = % is a constant, an& (~ 10° cm),
I (~10% g cm?), andd (~ 7 /2) are the radius, moment of inertia, and angle of magnetiaiatbn

for the NS, respectively. We can rewrite Equation (2) as
i =30%/v+ 20B/B. (3)

Since the numbers of negative and positivare almost equal, it should be the case thajuasi-
symmetrically oscillates, and usualBrB/B| > 3% /v. In addition, it can be noticed that pulsars
with 7. < 10° yr always have’ > 352 /v (H2010); a reasonable interpretation is that their magneti
field decays (i.eB < 0) dominate the field evolution for these “young” pulsars.

Therefore, Zhang & Xie (2012a, hereafter Paper I) constdietphenomenological model for
the dipole magnetic field evolution of pulsars with a longxielecay modulated by short-term os-
cillations,

B(t) = Bq(t) [1 + ) kisin (qﬁi + 27%_” : 4)

wheret is the pulsar’s age, and, ¢; andT; are the amplitude, phase and period ofittle oscillating
component, respectivelys,(t) = Bo(t/to) "%, in which By is the field strength at the agg, the
indexa = 0 means the field has no long-term decay, and it was foundtfaf.5 for young pulsars
with 7. < 10° yr (see Paper | for details). Substituting Equation (4) iBtpiation (1), we get the
differential equation describing the spin frequency etioluof a pulsar as follows

v = —AB(t)2. (5)

In paper |, we showed that the distributionib&ind the inverse correlation éfversusr. could
be explained well with analytic formulae derived from thepbmenological model. In Zhang & Xie
(2012b, hereafter Paper 1), we also derived an analytigatesssion for the braking index) and
pointed out that the instantaneous value.@ff a pulsar is different from the “averagedobtained
from the traditional phase-fitting method over a certairetspan. However, this “averaging” effect
was not included in our previous analytical studies; thiskie focused on addressing this effect.

This paper is organized as follows. In Section 2, we showtti@timescales of magnetic field
oscillations are tightly connected to tfieevolution and the quasi-periodic oscillations appeanng i
the timing residuals, and the reported data of PSR B0329+#&4iteed. In Section 3, we perform
Monte Carlo simulations on the pulsar distribution in the 7. andn — 7. diagram. Our results are
summarized and discussed in Section 4.

2 MODELING THE © AND N EVOLUTION AND TIMING RESIDUALS OF PULSAR
PSR B0329+54

PSR B0329+54 is a bright (e.g. 1500 mJy at 400 M}H2.71 s pulsar that had been suspected of pos-
sessing planetary-mass companions (Demianski & Prosz$839; Bailes et al. 1993; Shabanova
1995). However, the suspected companions have not beensedfand their existence is currently
considered doubtful (Cordes & Downs 1985; Konacki et al.24392010). Konacki et al. (1999)
suggested that the observed ephemeral periodicities itintlireg residuals for PSR B0329+54 are
intrinsic to this NS. H2010 believed that the timing residuaave a form that is similar to other
pulsars in their sample. They plottéd obtained from the B0329+54 data sets with various time
spans (see fig. 12 in their paper). For data spansing yr, they measured a large and significant
v, and found that the timing residuals take the form of a cublgmomial. However, no cubic term
was found for data spanning more thar25 yr, and|i’| became significantly smaller. The reported
periods of the timing residuals for PSR B0329+54 @0 d, 2370 d, and/or16.8 yr (Demianski &
Proszynski 1979; Bailes et al. 1993; Shabanova 1995).

1 hitp://mmw.atnf.csiro.au/peopl e/pul sar/psrcat/
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Tablel Summary of All the Best-fitting Parameters

Parameters Ti T T3 k1 ko k3 b1 P2 ¢3
(yn) (yr) (yn) (10-%) (@o~—*) (0~") (rad) (rad) (rad)

Best-fitting  15.870206  49.03738 7.869207 4.05 1.89 2.58 96.4.071 1.937

loerror 51x107% 1.6x10"* 25x107% 0.11 0.12 0.21 0.148 0.36 0.427

Notes: The first row lists the best-fitting values for all treggmeters, and the second row lists tHeirerrors.

In order to model thé evolution for pulsar PSR B0329+54, we first obtaift) by integrating
the spin-down law described by Equations (4) and (5), andl tihe phase

t

d(t) = / v(t)dt'. (6)
to

Finally, these observable quantities, andi’, can be obtained by fitting the phases to the third

order of its Taylor expansion over a time span

1 1
(t;) = Do + v(t; — to) + 51)(751- —t9)? + Eﬁ(ti —t)°. (7)

We thus getv, v andi for Ty from fitting to Equation (7), with a certain time interval ohases
AT, = 10° s (interval between each TOA, i.AT . = t;1 — t,).
We adopt a goodness of fit parameter to show how well the modtdhas the data, i.§2 =
. . 2
Yxi=> %—7;“) where the subscripfsl andD refer to the model results and the reported

data respectively, ang are the uncertainties in the reported data. In order to niza?, we adopt
the Simulated Annealing Algorithm to reach a fast convecgeamd avoid being trapped in a local
minimum, and we use a simulation based on the Markov chaint®@arlo (MCMC) method for
the fitting to explore the whole parameter space.

In the top panel of Figure 1, we show the reported and thefiiésty (simulated) results of/|
for variousT; for PSR B0329+54; the reported data are read from figure 1226f18. There are
three oscillation components involved in the simulatiord a = 0 is taken from Equation (4). The
obtained smallest value af? is 9.1, with the number of degrees of freedom beiogand all the
best-fit parameters for the three oscillation componergdisted in Table 1y? for each reported
data point is also shown in the middle panel; in the bottonmepare show the correspondingwith
the same oscillation parameters obtained above. The lyakitexn = i'v/? obtained directly
from Equation (5) is called “instantaneous; similarly, what is obtained by fitting phase sets to
Equation (7) is called “averaged It can be seen that the averagebas the same variation trends
asi, since|Av/v| ~ 10~¢ and|Ar /7| ~ 103 are tiny, compared tQAi’/i’| ~ 1. The magnitude
of the first period of the averagedis close to the instantaneous one, but it decays significdnt
to the “averaging” effect.

Since both the fits with one and two oscillation componergswat very good and are certainly
rejected by they? test (e.g. the smallest? of the two component simulation i28), and x? is
not significantly reduced after setting the indexs a free parameter, we thus conclude that three
oscillation components are necessary for fitting the viariah |i|.

We use the Pearson Correlation Coefficipnt ——Covariance(X,¥)
\/Varlancc(X)Varlancc(Y)

ance between the parameters, wh&r@andY are the parameters to be tested. We show the joint
posterior probability distribution between each pair ofgmaeters in Figure 2, with labeled in each
panel. For each of the three oscillation components, theisgp is completely coupled with their
periodT'. All other parameters are well determined independently.

The timing residuals, after subtraction of the pulsarand: over36.5yr for PSR B0329+54,
are also simulated with exactly the same model parametetsfos modelingy. In the simulation,
the following steps are taken:

to measure the covari-
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Fig.1 |#|, x7 andn for PSR B0329+54Top panel: reported and fittedi’|. The values reported by
H2010 are represented by large cross symhils-(0) and large circlesi{ < 0); the best-fitting
results are represented by small cross symbols-(0) and small circlesif < 0); the horizontal
dashed line represents = 352 /v. Middle panel: the goodness of fit parametgf for the fit of
|]. It is shown that the three component model fits the reportgd duite well.Bottom panel:

instantaneouss@lid line) and averagedcfosses) values ofn. The horizontal dotted line represents
n=0.

(i) We get the model-predicted TOAs withT},; = 10° s using Equation (6) oves6.5 yr, with the
same model parameters used for modeling
(i) By fitting the TOA set{®(¢;)} to

O(t) = o + vo(t —to) + %l)o(t—to)za (8)

we getdg, vg andiy.
(iif) Then the timing residuals after the subtractionadindz can be obtained by

(I)(ti) — ((I)O + Vo(ti — to) + %Do(ti — to)z). (9)
Vo

In Figure 3, we plot the reported timing residuals (from figof3H2010) with crosses, and
the simulated result of the model with three oscillation pements with a solid line. Note that the
simulated result is not the fit of the model to the reportedrtgmesidual. It is actually the application
of the model with the parameters derived from the fittingidf i.e. the figure shows a comparison
of the timing residuals of the model’s prediction with th@eeted data. The RMS of the reported
residuals and the differences &@086 and(0.0048, respectively, i.e., indicating nearly a factor of
two reduction of timing noise in terms of RMS with the apptioa of the three component model.
In order to show the effectiveness of the three componeneiaa perform an F-test for the three

component model and the base model adopted in the TEMPOZ2gmnqgobbs et al. 2006). The
statistic is given by

Trcs (tz) -

0 = x3)/(d1 — dy)
F =l ;g Ty ~ 27, (10)
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Fig.2 Correlation of the nine fitting parameters |¢f. Each panel shows the joint posterior prob-
ability distribution between a pair of parameters, withretation coefficientp labeled in it. The
oscillation periodsTy, 7> and T are plotted in terms of the differences from their mean \&lue
Tim = 5.00482804 x 10% s, Tom = 1.546443564 x 10° s andTsm = 2.48163290 x 10° s,
respectively.

wherey? andx3 are Pearson? values, i.ex? = 3 522 , whereR; is the residual of thé-th point,

andd; = 133 andd, = 124 are the number of deglrees of freedom for the base model aed thr
component model, respectively. Here we assume oy, i.e, all data points have the same weight;
this way, the result of the F-test is independent of the exaltte ofoy. F' ~ 27 means that the
probability of rejecting the three component model overlihee model is less than7 x 1025,
and thus the significance of the three component model oedyabe model is higher thafio. Our
model implies that the timing residuals are also caused bynthgnetic field oscillation, and the
quasi-periodic structures in timing residuals have theesarigin (which is determined by Eq. (5))
as those inv, » andv variations. On the other hand, the fit is worse as the time Bpanases up
to ~ 30yr, which may be mainly due to the additional noise composi@ot being included i
variations.
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Fig. 3 Timing residuals of PSR B0329+54. The reported timing neslisl after subtraction of and

v of the pulsar over th86.5 yr, are represented by crosses; the predicted residualsletbbly three
oscillation components are represented by the solid lihe.odel parameters are identical to those
for the simulation, as shown in Fig. 1.

The model includes an oscillation component with a period-ofi9 yr, however, it is hard
to test directly from the power spectrum of its timing resitiy since the period is longer than
the observational data span. However, there are still seateifes demonstrating its existence. For
instance, the observed data were reported about four ygarsiad the model predicts thaof the
pulsar is now experiencing another switch from positivedagative (as shown in Fig. 1), which can
be tested with the latest observed data. The test could alsotducted by applying the model to
a larger set of pulsars, which have short oscillation peri@thorter than the observed time span),
and relatively large oscillation amplitudes (so that théngMbehavior ofi’ could emerge; the exact
criteria of k depend onv, v andT).

From Equation (5), we can obtain an analytic approximatiomfthe one oscillation component
model (in Paper I) fob

172—2D{a/t+fcos (%4—@} , (112)

wheref = 27k /T represents the magnitude of the oscillation term. Thud) patameters andT
are important. Forx = 0, Equation (11) can be simply rewritten as

U~ —2uf cos (%+¢) . (12)

One can see that the model predicts an oscillation behatidy which implies that one may get
either a positive or a negative

From Table 1, we know thaf, ~ f3 > f, for PSR 0329+54. Therefore the second compo-
nent is less important in contributing fg according to Equation (12). It is possible that the third
component is the higher harmonic of the first componentesiicx 275. Thus it is likely that the
first oscillation component dominates the timing behaviothe pulsar. As a matter of fact, there
is almost always one dominant peak in the power spectrumeofithing residuals of most radio
pulsars (H2010), i.e., one dominant oscillation compomassbciated with their magnetic evolution.

A major prediction of this model with three oscillation coaments is that the averagédwill
start to decrease rapidly with additional data that extestia few years beyond the span that was
used in H2010, as shown by the black crosses in the top paféfofe 1. As the data are already
available to the observers, we suggest that this predicaarbe used to confirm or deny our model.
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3 SIMULATING THE DISTRIBUTIONS OF /! AND N AND THEIR CORRELATIONS
WITH 7¢

In this section, based on our phenomenological model, we¢hes®lonte Carlo method to simulate
the distributions ofi andn, and their correlation with.. The “averaging” effects are naturally
included in the simulations. For simplicity, in the follavg simulation we assume that there is
one dominant oscillation component, which mainly deteesithe variations of and the timing
residuals, as discussed above. If the one oscillation caemtamodel is rejected by the reported
data, then a multiple component model shall be presented.imot in conflict with the above
three component fit, since fitting to the distributions regsiimuch less detailed information about
variations in for individual pulsars.

We assume that the sample of phagexd the field oscillation follows a uniform random distri-
bution in the range from-7 to 7. Randomly drawing a data sgt, v, T } from the reported sample
space, i.e. from table 1 of H2010, calculating a correspumdtart timety, and assuming some
certain values fok andT', we can obtain a rotation phase $€t(¢;)} using Equation (6). In the
calculation, the time interval for TOAs is also assumed t@l®nstant, i.eAT},, = 10°s. Then
the “averaged” values af, » andi can be obtained by fitting®(¢;)} to Equation (7). Hence one
has its averageld|, |n| andr.. Repeating this proceduré times, we will haveV data points in the
|’|-7. and|n|-7. diagrams.

3.1 Effectsof Oscillation Period and Amplitude

Analysis of a large sample of pulsar timing noise (H2010wetab that the oscillation periods are
usually on the order of abow6 yr. However, the structures seem to vary with data span, sintbae
data are collected, more quasi-periodic features are wbdein this subsection, we investigate the
ranges of variation of for a series off".

We show the measured| and|n| versusr. for 341 normal radio pulsars with. < 10° yr in
Figure 4, in which 184 pulsars with positiveandn are plotted in the left panels, and the other 157
pulsars with negative values are in the right panels. Thelsitad results, for the case ©f= 10 yr,
with 3 = 4.6 or 2.1 are also shown in the panels, in whigls defined by: = 10~ for convenience.
One can see that the envelopegict 4.6 and2.1 lie around the lower and upper boundaries of the
reported data, respectively. This gives a natural comgtfar . Meanwhile, in the simulation the
number of data points with > 0 should be roughly equal to the numbetiok 0, i.e. N, /N,, ~ 1.

In Table 2 we summarize the ranges of variationgofor different7". Physically,5 < 0 is
unacceptable, thus it should Be< 10° yr. However, our model fails to give a tight constraintBn
Note thatr, in the figure is the characteristic age of the pulsars. Howé&yen Figure 1 is the time
span of the observation. Thus, the positive correlatioweenr. andn in Figure 4 is not in conflict
with Figure 1 which shows decaying withT.

Table2 Ranges of Variation of for DifferentT’

T (yr) 10 100 1000 10* 10°
(Bmin, Bmax) (2.1, 4.6) (1.9,4.5) (0.8, 3.4) (0.3,2.3) (-0.5, 1.6)
Notes:Bmin andBmax are the minimum and maximum values@frespectively.

3.2 Two-dimensional Kolmogorov-Smirnov Test

In this subsection, we perform a two-dimensional Kolmoge&mirnov (2DKS) test to reexamine
the consistency of the distributions of the reported daththe simulated data, using the KS2D
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Fig.4 Simulations of thgi’|-7. distribution ¢op panels) and|n|-7. distribution @ottom panels) for
T =10yr.

packagé. If the returned p-value is greater than 0.2, then it is a fighwe can treat them as drawn
from the same distribution.

We regard’ as a random number and allow it to vary frarto 100 yr to account for the diversity
of periodicities observed in the population. l&t;,, and5,.x vary from1.5 to 2.5 and from4.0 to
5.0, respectively. Itis found that varying from2.1 to 4.5 gives the highest p-value, as shown in the
top four panels of Figure 5. The returned probabilities dse &beled in each panel. Since the p-
values indicate that the two samples are highly consistenthus conclude that the one oscillation
component model withk = 0 is good enough to reproduce tfig-7. and|n|-7. distributions.

The simulated distributions with differentare also examined with a 2DKS test. We show the
simulated distributions witlh = 0.5 and 1.0 in the middle and bottom four panels of Figure 5,
respectively. To describe the evolution of the pulsar mégrfield, three routes are generally pro-
posed (see e.g Goldreich & Reisenegger 1992), i.e. ohnsipdison, the Hall effect and ambipolar
diffusion. Power law decays with = 0.5 and1.0 are produced by the ambipolar diffusion and the
Hall effect, respectively (Paper I). Here we do not inclutienc dissipation since it is not important
for pulsars withr > 10%(1;55)~ yr (Cumming et al. 2004). For both casescof= 0.5 and1.0,
the p-values of the simulated data for< 0 are much lower thafi.2, and thus are rejected by the
test. In fact, one can see that far> 10° yr there is a crowded area of data points along the lower
boundary fori > 0, and the data points are scarce around the lower boundaiy f010. This is
mainly caused by the long-term magnetic field decay, i.edgway term—2v«/t > 0 dominates
the oscillation term-2u f cos(% + ¢) in Equation (11) for some cases. However, there is no such
crowded area or scarce area in the reported data, whichycledicates that the model with = 0
is preferred for pulsars with. > 106 yr.

2 hitp://mmw.astro.washington.edu/user s'yoachinvcode.php
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Fig.5 Simulations of|’|-7. and|n|-7. distributions forT" varying randomly froml to 100 yr. The

cases ofv = 0, « = 0.5 anda = 1 are shown in the top four panels, middle four panels and botto
four panels, respectively.

4 SUMMARY AND DISCUSSION

In this work we first modeled thé andn evolutions and applied the obtained model parameters
to simulate the timing residuals for the individual puls&8RPB0329+54. Using a Monte Carlo
simulation method, we simulated the distributions of prdsathe|i’| — 7. and|n|— 7. diagrams, and

compared the simulation results with the reported data iD1820ur main results are summarized
as follows:

(1) We modeled the’ evolution of pulsar PSR B0329+54 with a phenomenologicatiehchat
incorporates evolution aB, which contains three oscillation components (top panéligf 1).
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The model can reproduce thi variation quite well, including the swings betwe#n> 0 and
v < 0. This model predicts that the averagedf PSR B0329+54 will start to decrease rapidly
with newer data beyond those used in H2010.

(2) We showed that the “averaged” valuesiadire different from the instantaneous values (bottom
panel of Fig. 1), and the oscillation abruptly decays afterfirst period due to the “averaging”
effect. Using these parameters obtained from modeling Wo&uton of the averaged, we
simulated the timing residuals of the pulsar (Fig. 3), whagiiees with the reported residuals
(H2010) well.

(3) We performed Monte Carlo simulations for the distribatiof |’| and |n| in the || — 7. and
|n| — 7. diagrams, respectively. The simulated results for difiereodels of long-term decay
of the magnetic field (i.ex = 0, o = 0.5 and1.0 in Fig. 5) are tested by the 2DKS. It is found
that the reported distributions can be well reproduced thighone oscillation component model
with oo = 0 for pulsars withr, > 10 yr.

~

Pons et al. (2012) proposed a similar model of magnetic fistillations with a timescale of
(106 — 108)% yr and magnitudéB/B ~ 103, and obtained pulsar evolutionary tracks in
the P — P diagram. Lyne et al. (2010) showed credible evidence tmaing residuals and are
connected with changes in the pulse width. Therefore, timésiduals are more likely caused by
changes in a pulsar's magnetosphere with periods of abeut00 yr. In Xie & Zhang (2013), we
suggested that perturbations from Hall waves in the dip@gmetic field associated with NS crusts
are probably responsible for the observed quasi-periostidlations in the timing data as well as
changes in the pulse width, which may provide a physicalanqtion for the present model.

We therefore conclude that magnetic field oscillations dw@i@ the long term spin-down be-
haviors of old NSs, for which the long-term field decay is moportant, in contrast to younger NSs
with 7. < 106 yr. The fact that only one oscillation component is requieteproduce the observed
|| — 7. and|n| — 7. distributions suggests that there is one dominant osciflatomponent for most
NSs, and thus does not conflict with the fact that multipldliagon components are also often ob-
served in some pulsars. In fact, for some pulsars, the steEseen in the timing noise vary with data
span and more quasi-periodic features are observed fogaiaata span (H2010). Admittedly, our
current model cannot predict the number, amplitudes aridgeeof oscillation modes. However, our
model can adequately describe the acquired timing dataanstinall number of oscillation modes,
as shown in Section 2, which represents a first step towardsrstanding of the magnetic field
oscillations of NSs. As such, our understanding of the zmh modes will be improved as more
quasi-periodic features are revealed with longer obsiemnain the future. In addition, our model
can also describe the distributionsio&ndn reasonably well. As far as we are aware of, our work
is the first one in which the distribution éfis used to test the long-term magnetic field evolution of
NSs, which is independent from tests based on the traditiorar diagram.
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