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Abstract

We present simulation results examining the presence and behavior of standing shocks in zero-energy low angular
momentum advective accretion flows and explore their (in)stability properties, taking into account various values
of specific angular momentum, )\y. Within the range 10—50R, (where R, denotes the Schwarzschild radius),
shocks are discernible for Ay > 1.75. In the special relativistic hydrodynamic simulation when Ay = 1.80, we find
the merger of two shocks resulted in a dramatic increase in luminosity. We present the impact of external and
internal flow collisions from the funnel region on luminosity. Notably, oscillatory behavior characterizes shocks
within 1.70 < )\ < 1.80. Using free—free emission as a proxy for analysis, we show that the luminosity oscillations
between frequencies of 0.1—10Hz for )y range as 1.7 < Ay < 1.80. These findings offer insights into quasi-
periodic oscillation emissions from certain black hole X-ray binaries, exemplified by GX 339-4. Furthermore, for
the supermassive black hole at the Milky Way's center, Sgr A*, oscillation frequencies between 10~® and 10> Hz
were observed. This frequency range, translating to one cycle every few days, aligns with observational data from
X-ray telescopes such as Chandra, Swift, and XMM-Newton.
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1. Introduction

The existence of black holes has been firmly established
through groundbreaking observations, notably of MS87", as
presented by Event Horizon Telescope Collaboration et al.
(2019). M87* is a supermassive black hole of 10° M, residing at
the heart of the galaxy M87. The galaxy M87 has been the
subject of numerous observational studies, with many focusing
on flux variability in recent times. For instance, Huang et al.
(2021) investigated the ultraluminous X-ray flaring sources
within the M87 cluster, while Imazawa et al. (2021) studied the
X-ray flux variability emanating from M87" itself. In contrast to
M87"’s immense mass, the supermassive black hole at the center
of our own galaxy, Sgr A", has a considerably lower mass of
4 x 10°M,., as highlighted by the observations by Event
Horizon Telescope Collaboration et al. (2022). It is crucial to
remember that black holes themselves are not luminous and
cannot be directly observed. As such, when observing these
celestial phenomena, the luminosity and contributions of the
surrounding accretion disk must be duly considered.

Shakura & Sunyaev (1973) introduced the standard thin disk
model, abbreviated as SSD, which, however, seems misaligned
with the observations of Sgr A*. Specifically, the observed
luminosity of Sgr A™ falls short of SSD predictions by a factor
of five orders of magnitude. Additionally, the spectral
characteristics of Sgr A" diverge markedly from those
anticipated by the SSD model. In response to these

discrepancies, the scientific community explored advective
accretion models. Pioneered by Bondi (1952), the zero-angular
momentum model emerged, followed by the advection-
dominated accretion flows (ADAFs) with high angular
momentum, as highlighted by Narayan & Yi (1994).
Subsequent studies (e.g., Narayan & McClintock 2008; Yuan
& Narayan 2014) affirmed the validity of these advective
accretion models, indicating their capability to more accurately
describe the observed characteristics of Sgr A* (e.g., Yuan et al.
2012; Li et al. 2013). Multiwavelength investigations into Sgr
A™ have discerned two distinct states: a quiescent phase and a
flaring phase (e.g., Genzel et al. 2010). Empirical observations
reveal that X-ray and infrared (IR) flares typically last between
1 and 3 hr and manifest several times in a day. Notably, the
variability in X-ray flux exhibits a pronounced shift, spanning
more than two orders of magnitude when transitioning to the
quiescent state (Ponti et al. 2017).

Magnetohydrodynamic (MHD) investigations into magne-
tized disks have consistently highlighted the pivotal role of
magnetic fields in the evolution of accretion disks (e.g.,
Machida et al. 2000, 2001; Stone & Pringle 2001; Igumensh-
chev et al. 2003; Narayan et al. 2003, 2012; Yuan et al.
2012, 2015). A subset of these numerical MHD simulations has
specifically delved into the mechanisms underpinning the flares
of Sgr A* (e.g., Chan et al. 2009; Dexter et al. 2009; Dodds-
Eden et al. 2010; Ball et al. 2016; Ressler et al. 2017). In a
paradigm that factors in general relativity within the MHD
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framework, Ressler et al. (2017) unveiled emission patterns
characteristic of thermal electrons. Meanwhile, other studies
(e.g., Liska et al. 2021, 2023; Kaaz et al. 2022; Musoke et al.
2023) have spotlighted the Lense—Thirring effect within
accretion disks, leading to the emergence of high-frequency
quasi-periodic oscillations (HFQPOs). Further elucidating these
phenomena, Ball et al. (2016) attributed rapid X-ray variability
to electrons being accelerated via magnetic reconnection within
areas exhibiting high magnetization in proximity to black
holes. Additionally, Li et al. (2017) proposed a scenario aiming
to decode the X-ray flares of Sgr A* using the framework of
episodic mass ejection. While the aforementioned research
largely leans into the paradigm of high angular momentum
flow, culminating in luminosity flares of Sgr A® spanning
1-3 hr, long-standing observations spanning nearly two
decades-from telescopes such as Chandra, Swift, and XMM-
Newton-reveal a pattern of luminosity variability extending
across several days.

On the other hand, models characterized by low angular
momentum advective flows are observed to support stable/
unstable standing shocks and positioned between the flow
models: ADAF (where the specific angular momentum of the
flow is some fraction of the Keplerian value at a given radius)
and Bondi accretion flow (where the specific angular
momentum is zero), (e.g., Chakrabarti 1996; MoScibrodzka
et al. 2006). In the present study, the flow with low angular
momentum close to a non-rotating black hole is usually around
the corresponding marginally stable value (1.837R,c) where R,
and c are Schwarzschild radius and speed of light respectively.
These shocks in such flows are postulated to induce luminosity
variability. The simulation works by Ryu et al. (1997) noted the
emergence of these stable/unstable shocks depending on the
values of specific angular momentum, A. More recent
simulation studies have underscored the periodic luminosity
variations associated with the Sgr A* cycle, attributing it to the
oscillations of these shocks. For instance, the works of Okuda
et al. (2019, 2022) illustrated luminosity variability occurring
over 5-10day intervals. In addition to the mentioned super-
massive black holes (such as Sgr A*), some studies of black
hole X-ray binaries (BHXRBs) have also reported low-
frequency luminosity fluctuations (Ingram & Motta 2019).
Among them, Type C low-frequency quasi-periodic oscilla-
tions (LFQPOs) are believed to be caused by fluctuations in
accretion flow properties like mass accretion rates. Recently,
Debnath et al. (2024) simulated accretion flows near a 10M,,
black hole, revealing that shocks in the accretion flow can lead
to the generation of flickering at several Hz.

Building on the insights of previous research, this paper
delves into the study of (in)stability of standing shocks in two-
dimensional (2D) hydrodynamic low angular momentum
accretion flows. Specifically, we revisit and extend the works
by Ryu et al. (1997) with implementation of refined boundary
conditions, computational domain utilizing advanced
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simulation software and modern mesh models. A comprehen-
sive breakdown of these improvements can be found in
Section 2. Our approach is rooted in the conservation of
specific energy (set to zero) and the conservation of specific
angular momentum. These tenets guide our exploration of the
instability inherent to standing shocks and help us gauge the
variable nature of luminosity. To further cement the relevance
of our study, we compare our findings with long-term
observational data of the flares associated with Sgr A* and
QPOs in some BHXRBs.

The structure of this paper is as follows: Section 2 presents
the methodologies driving our simulations, providing details
related to the initial and boundary conditions. The results of our
simulations and interpretations are presented in Section 3. We
culminate in Section 4 with a robust discussion, relating our
findings within the broader landscape of existing knowledge
and shedding light on their implications for ongoing research
and conclusions in Section 5.

2. Numerical Methods
2.1. Basic Equations

To conduct our simulations, we employ the PLUTO code
(Mignone et al. 2007), which can handle evolution of high
Mach number flows with strong discontinuities like shocks.
The PLUTO code solves the time-dependent conservation
equations given by: %ll] +V-T,=V-T,+ SWU), where U
is a set of conservative quantities, T}, is flux tensor, T, is
diffusion flux tensor and S(U) is source terms. This framework
is particularly useful to simulate supersonic flows across a
range of coordinate systems in multi-dimension. We consider
an ideal relativistic non-magnetized fluid with laboratory rest-
mass density p, three-velocity v, thermal (gas) pressure P,
Lorentz factor ~ and specific enthalpy h. The equations
governing special relativistic hydrodynamics are presented as
(Landau & Lifshitz 1959):

mass conservation equation, % + V. -(yv) =0, (1)
t

d(phy*v)
o

momentum conservation equation, + V - (phy?vy)

+V P=—pyv( -V &) — py2VP,
@

energy conservation equation, 0—‘? + V - (phy™)
= —pyWi( - V) — 7y - V. 3)

Here, E = phy* — P and ® represent the total energy and
gravitational potential respectively.
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2.2. Energy Equation of Advective Flow

For the advective flow, we consider the adiabatic equation of
state P = Kp'. The self-gravity of the accreting gas is
negligible in comparison to the gravitational influence of the
central black hole (Chakrabarti & Molteni 1995). Here, I
represents the adiabatic index, with a value of 4 /3, appropriate
for a hot thermally relativistic single component fluid (ions) in
inner advective flows around the black hole where temperature
can reach up to even 10'>K while K denotes gas constant.
Additionally, the specific angular momentum, defined as
Ao ~ Ryvy, can be considered conserved for flows with low
angular momentum, especially in scenarios corresponding to
the weak-viscosity limit (Ryu et al. 1997). Here, R, is the
projection of radial position on the equatorial plane and v, is
the corresponding velocity. Energy conservation gives us
relation of specific energy of the flow or Bernoulli constant,

_ % o A3 ;
€= + - + R + ® (Ryu et al. 1997). Here, c, is the

speed of sound. Given the above mentioned considerations, the
Bernoulli constant of the flow can be expressed as

P 2 0 2

v sin” 0 Vi sin” 6 Ab
€= + + —+ . 4
2 MY —1) 2R? @

Here, vz represents the radial velocity, while M stands for
the Mach number given by M = VC—" Note that velocities are

naturally expressed in units of the épeed of light ¢ = 1. The
specific angular momentum is denoted by )y and is expressed
in units of 2GM/c and the radial distance R in spherical
coordinates is in units of Schwarzschild radius, R, = 2GM, / .
M is the mass of the central compact object and G is the
gravitational constant. To mimic the spacetime around a non-
rotating black hole, we use the Pseudo-Newtonian potential,
which serves as an approximation for the effective potential
(Paczynsky & Wiita 1980)

1

Theoretical studies on transonic flows around black holes
(e.g., Chakrabarti 1989, 1990; Chakrabarti & Molteni 1993)
have provided detailed discussions on the conditions for shock
formation with supersonic points concerning \q. Their findings
indicate that, to satisfy the Rankine—Hugoniot condition, the
specific angular momentum determines whether a physical
supersonic point exists in the disk, represented by
Ao = A\, =~ 1.854. Therefore, our work will revolve around this
range of )\y. Under these conditions, the flow's evolution is
determined by four parameters set at the outer boundary of
simulation computational domain: vg, Ay, ¢, and the half
thickness of the accretion flow H, which are determined by
solving the equations of conservation laws.
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2.2.1. Vertical Hydrostatic Equilibrium Assumption

The assumption of hydrostatic equilibrium has proven
instrumental in the realm of advective flow studies. This
fundamental concept was developed and notably advanced by
Fukue and others (e.g., Fukue 1986; Kato et al. 2008). Within
this framework, the dimensionless gravitational acceleration is
given by

oP oP 1

gez =

- - H Gino. (©)
RpdO  ROO

— —S1
2(R— 12 R

Here, we take the gravitational acceleration (g,) with the
direction along 6 (i.e., ) for convenience, and the term %
signifies the relative height. Under the one-zone approximation,
which can be expressed as g ~ —pg,/sin @, Equation (6) can
be rewritten as

P H

LI Lz_' (7)

H 2(R-1)R
Considering the dimensionless-adiabatic sound speed given by
¢ = |12 the hydrostatic equilibrium in advective flows can

P

be expressed as

H ¢R-1[2

R Jr R’

In our investigation, we posit that the flow at the outer
boundary adheres to hydrostatic equilibrium. Integrating this
with the foundational Equation (4), it emerges that the height
ratio % at a fixed R amplifies as the specific angular momentum,

®)

Ao, diminishes. Within the paradigm of low angular momentum
advective flows, conventional computations position % at an
approximate value of 28%, as delineated in Equation (8).
Divergently, in the scenario of an extreme case Ay = 0
(synonymous with the Bondi flow) and the thin disk regime
characterized by vg < vy (as seen in SSD), this proportion can
escalate to around 52% and down to 0% respectively in radius
200 R, (see Figure 1). For all these estimations, the specific
energy in Equation (4) is taken as zero.

2.3. Initial Conditions

The disk height ratio % of Equation (8) can also be obtained
in another form for large RC>R,) as in Okuda et al. (2019)

-1/2 1/2
___H 0.043 M ( T )
(R? — H%)3/4 10M,, 10K

1 1/2
X | —m8M8M8m— s 9
(3 X 1060m) ©)

where M denotes the mass of the central compact object, for
cyz,um,,
I'Kg’

representing the temperature. Here, m,, stands for the proton

instance, a black hole. The term T is defined as T =
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Figure 1. This figure illustrates the relationship between the hydrostatic equilibrium height% and the specific angular momentum A at a radius of 200R, for different

Mach numbers M which are shown with different colors. In the extreme case where A = 0 (corresponding to the Bondi flow), the equilibrium height approaches
~0.52. For each scenario, there is a rapid decline in the equilibrium height with increasing A, reaching zero around A > 13 and becoming nearly negligible at A ~ 14.2.
The region delineated by the dashed red line corresponds to the specific angular momentum selection for our study, where the equilibrium height is

approximately ~0.28.

mass, p signifies the average molecular weight (taking a value
of 0.5 for hydrogen), and Kp is the Boltzmann constant. This
shows the disk height ratio is small near the inner edge of the
flow but as large as ~0.37 at R ~ 200R, for T ~ 10"°K.
Furthermore, there exists an inverse relationship between
temperature 7 and the Mach number M; a larger M
corresponds to a reduced 7. To ensure the detection of at least
one shock with appreciable intensity in our simulations, we
opted for M = 5. This choice positions the shock location in
the range R, ~ 10—100R, for every scenario considered.
Drawing from the standard analysis of transonic flow by
Chakrabarti and collaborators, and based on previous works,
we adopt specific angular momentum values ranging from 1.5
to 2.25, incremented by 0.05. Subsequently, we use the pseudo-
Newtonian potential (given by Equation (5)) into the energy
equation (Equation (4)). The equation governing our simula-
tions is thus

Vi sin? @ vz sin? @ N )\_(2) 3 R, ~0. (10)
2 MA(I'—1)  2R®>  2(R—Ryp)

Once the dimensions of the simulation box are specified, we
can derive the velocity distribution at the outer boundary.
Opting for the smallest value in this distribution, specifically

0= g, enables us to compute the initial temperature. By
assuming that the initial environment possesses a notably low

dimensionless density, represented as p,, = 0.01, we can
subsequently ascertain another basic parameter: the gas
pressure.

2.4. Boundary Conditions

Utilizing the 1.5D solutions with M =5 in conjunction
with Equation (10), we set the outer boundary at R, = 200R,.
To circumvent any void regions, particularly within the
innermost stable radius, we establish the inner boundary
Rin = 3R,. For the 6 direction, to avoid computationally
frequently arising negative density or pressure regions, we
restrict 6 to range from 0.057 to 0.957. Spatially, we employ
512 logarithmic grids in the “R” direction. The use of a non-
uniform grid like a logarithmic one in the radial direction
allows us to keep the mesh aspect ratio the same throughout the
computational domain. Besides, the following condition keeps
the aspect ratio around unity, i.e., almost square -cells
throughout the domain (Mignone et al. 2007)

aen - 0 €,
AR, ~ RAQ = R4 Tbe (11)

o
where AR, is the first active mesh size in the radial direction
and Ocnq and Oy, are the first and last zone in the “6” direction
respectively. Ny is the number of computational zones in the
“@” direction. We can determine either the number of points in
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Figure 2. The boundary conditions for our simulations are represented in the following manner: The red and blue lines illustrate the boundaries of the simulation box
and their associated grid numbers. Concurrently, the green line designates the division between the wind and accretion regions, with the green arrow signifying the

flow direction.

the radial direction or the endpoint as follows,

logyo R — N log, 2140 (12)
Rin 2 — Af

where 0eng — Opeg = 0.97 in our simulation and the subscript

“1” represents the first cell. N, is the number of computational

zones in the radial direction “R.”

For our inner boundary, we employ an outflow (without
inflow, i.e., we make sure that all the infalling matter achieves
either zero or negative value but not positive value in the radial
direction, which means that no inflow occurs from ghost cells
to physical cells) condition while preserving angular momen-
tum, effectively replicating the role of the region within the
innermost stable radius. In the wind region, we enforce an
outflow condition. Meanwhile, for the accretion region, we
impose an inflow (with no outflow) condition, using velocities
determined by the governing Equation (10) and setting a
dimensionless density p;, = 1. The demarcation between the
wind and accretion regions is ascertained using the hydrostatic
equilibrium Equation (8), which is represented by the green

line in Figure 2. In our simulation set up, the injection
parameters for accretion flow are provided in the region with
the thickness above and below the equation plane given by
Equation (8), and in the rest of the region, it is imposed that
there is only outflow and no inflow of matter.

3. Numerical Results

Based on the above initial and boundary conditions, we
conduct 2D simulations of the low angular momentum
advective flow. The initial values, such as velocity and
pressure, are derived from the governing Equation (10) and
the hydrostatic equilibrium Equation (8). The model parameters
and the initial variables at the outer boundary are detailed in
Table 1. The mass fluxes of the accretion and wind, represented
by M = ff pv - dS, are across the boundaries, as illustrated in
Figure 2. Figure 3 presents the evolution of the density profile
across different specific angular momentum values )y, namely
1.50, 1.70, 1.75, 1.85, 1.95 and 2.00.
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Table 1
A Set of Initial Parameters: Specific Angular Momentum ), Initial Sound
Speed ¢, ., Minimal Temperature Ty, and Initial Gas Pressure P,

>\O csk,oc Tmin Poo Tend

(Ry) © (K) (Puc®) (to)

1.50 1.272 x 1072 6.56 x 108 1213 x 107 1 x 10°
1.60 1.271 x 1072 6.55 x 108 1211 x 107 1 x 10°
1.65 1.270 x 1072 6.54 x 108 1.210 x 107 1 x 10°
1.70 1.270 x 1072 6.53 x 108 1.209 x 107 1 x 10°
1.75 1.269 x 1072 6.53 x 108 1.208 x 107 2 x 10°
1.80 1.269 x 1072 6.52 x 108 1.207 x 107 5% 10°
1.85 1.268 x 1072 6.52 x 10° 1.206 x 10°°® 7 x 10°
1.90 1.267 x 1072 6.51 x 108 1.205 x 107 2 x 10°
1.95 1.267 x 1072 6.51 x 108 1.205 x 107 5 x 10°
2.00 1.266 x 107> 6.50 x 108 1.202 x 107 5% 10°
2.25 1.263 x 1072 6.46 x 108 1.196 x 107 1 x 10°
Note. All cases have initial dimensionless density p.,, = 0.01, inflow

dimensionless density pj,j = 1.0, mass of black hole M = 10M,, and the
geometric height of the inflow Hy/R, ~ 0.28 with M, =5 (see Figure 1),
where R, represents the outer boundary in the radial direction. The simulation
time (fq) Without shocks will run to 10° (units of Rg/ ¢, to thereafter), and 7.,q
is flexible with shocks according to the disk situations.

This equilibrium height closely approximates 0.28, with
further details provided in Figure 1 and Table 1. For lower
angular momenta, such as )y < 1.70, the accretion process
remains highly stable, even with a standing shock and the
oblique shocks near the inner boundary (see Figure 4). As the
specific angular momentum increases, leading to the emergence
of shocks, the symmetry is initially compromised, followed by
the formation of vortices within the accretion disk. This results
in a more substantial accumulation of matter. Interestingly,
accretion disks with very large angular momenta, despite
having more robust disk winds, manifest a relatively stable
state when compared to their lower angular momentum
counterparts. Additionally, for A\g > 1.75, the robust disk wind
disrupts the envelope of the accretion flow, ultimately forming
a unidirectional vortex structure. Furthermore, when Ay > 2.00,
the vortex structure becomes dynamically unstable, and the
powerful disk wind causes the size of the vortex region to
continuously increase over time.

For an insight into the accretion rate and the magnitude of
the outflow, mainly due to the disk wind across the specified
cases, readers can refer to Figure 5. Initial stages of the
simulation witness a sharp escalation in the mass flux,
attributable to the inflow first approaching the inner boundary.
The dynamic stabilization time will increase as )\ increases
(see Figure 7). Intriguingly, as Ay amplifies, the accretion rate
demonstrates a declining trajectory, contrasting the substantial
ascent in outflow. Particularly, for )y > 1.75, oscillations in
varied amplitudes mark both the accretion and outflow rates,
signifying the presence of shocks. Shocks are detected for

Huang & Singh

Ao = 1.75, with varying intensity in the range 1.75 < Ay < 1.80.
Cases with A\g > 1.85 show a tendency toward stable behavior,
while for Ay > 2.00, although oscillatory behavior is observed,
it tends to move outward, even extending beyond the detection
region.

In the simulations, we observed a different behavior of the
shock positions and mass accretion rates. Specifically, after a
lag time during declining accretion rates, the shock positions
move away from the black hole. This phenomenon is also
supported by other numerical simulations (Okuda et al.
2019, 2022). Moreover, these studies delve into the time
intervals between changes in accretion rates and shock
positions, attributing them to the propagation of acoustic
waves. One possible explanation is that mass accretion rates are
calculated near the inner boundary close to the black hole,
while shock positions are typically tens of R, away from the
inner boundary. This suggests that acoustic information does
not synchronize between these regions. Observations of Sgr A*
have also reported several hours of time lag between X-ray
emissions and emissions from other regions in the accretion
disk, such as submillimeter and IR bands (Yusef-Zadeh et al.
2006, 2008, 2009).

With smaller angular momentum values (specifically,
o < 1.7), the accretion rate M, is predominantly higher.
While there are discernible weak oscillations, given the absence
of shocks in these cases, such oscillations are surmised to arise
from the counter-effects of disk wind. For cases of moderate
angular momentum (i.e., A\yp = 1.75 and 1.80), the amplitude of
the My mirrors that of the M,... Nonetheless, considering the
consistent oscillation of the M., around zero, the dominant
narrative remains that of material being predominantly
channeled into the black hole. In contrast, for higher angular
momentum values (specifically, Ay > 1.85), Moy > M. This
delineates a scenario where the bulk of the material does not
fall into the black hole, and is predominantly propelled outward
as disk wind, in particular )y > 1.90.

We consider here bremsstrahlung emission, as an important
radiation mechanism if the gas is optically thin to the
bremsstrahlung emission. The luminosity is defined as (Rybicki
& Lightman 1979)

2
L =g, f1.4 x 1027(mi) T2dV, (13)
D

where p is the gas density, T is the temperature and gy is the
frequency average of the velocity averaged Gaunt factor with
numerical value in the range of 1.1-1.5. We plotted the
bremsstrahlung distribution diagram in Figure 6 at 90,000%,. It
is evident that regions with higher density contribute
significantly to the bremsstrahlung emission rate per unit
volume, even showcasing a similar profile. As such, the shock-
dominated evolution model can directly influence the distribu-
tion of bremsstrahlung radiation.
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Figure 3. Time evolution of 2D density profiles for various angular momentum, )y, namely 1.50, 1.70, 1.75, 1.85, 1.95, and 2.00 where the evolutionary times are
given at 10,000, 30,000, 50,000, 70,000, and 90,000¢y. For A\ = 1.75 and 1.85, we adopted a bigger cut in the funnel region to circumvent numerical errors associated
with v > c. Generally, a more pronounced disk wind is particularly noticeable for Ay = 1.75 where the envelope gets disrupted by this wind.

We examine the light curves derived from Equation (13)
for various values of specific angular momentum, namely
Ao = 1.70, 1.75, 1.80, 1.85, 1.90, 1.95, and 2.00, as depicted in
Figure 7. Since low-frequency oscillation peaks are more
susceptible to noise, one oscillation peak may be decomposed
into multiple oscillation peaks in the same area. In order to restore

the original state of the oscillation peak as much as possible, we
considered three sources of radiation in the fitting: Lorentz,
power-law and Gaussian. The Lorentz spectrum is usually related
to the radiation process under the relativistic effect; power-law
spectrum is usually related to the non-thermal radiation process in
the accretion disk, mainly related to the magnetic field; and
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Figure 4. Density profile and velocity distribution (indicated by arrows) for Ay = 1.70 at time 70,000f,. The X and Z axes are both in units of R,. Intermittent shocks

are produced due to the collision of inflows and outflows in the funnel region.

Gaussian spectrum is mainly related to certain spectral lines. As
there are not magnetic fields in the simulations, the spectrum is
mainly contributed by the Lorentz and the Gaussian spectrum,
which are the main evaluation items of the fitting results. In
addition, for all fitting results plotted in Figure 7, we found x* to
be close to 1, especially in the low-frequency range (except that
the case with Ay = 1.70 has strong oscillation peaks in the high-
frequency band) which corresponds to the frequency range of
LFQPOs. Pronounced luminosity oscillations around a few Hz are
discernible for Ay = 1.70, 1.75, and 1.80. It is essential to realize
that the oscillations at Ay = 1.70 are not directly a consequence of
unstable shocks within the accretion region, and there are even a
standing shock and an oblique shock near the inner boundary (see
Figure 4). Rather, they are primarily caused by intermittent shocks
generated by the rapid collision of outflowing disk winds and the
infalling flow within the funnel region and outside the
equipotential surface. For Ay > 1.85, the high angular momentum
causes matter to continuously accumulate within the accretion
flow, leading to a relatively stable shock (refer to Figure 5), which
may be the reason why the QPOs cannot be detected in these
cases.

In an effort to investigate the relationship between
luminosity and shock position, we examined the oscillation
profile of the shock position for Ay values of 1.75, 1.80 and
1.85 (as depicted in Figure 8). Notably, Ay < 1.80 exhibits
frequencies and relative amplitudes that align with the findings
shown in Figure 7. Intriguingly, for )y, = 1.85 while
oscillations of the shock position were detected, no distinct
peak was observed in the power spectrum (Figure 7). This
observation might explain why pronounced oscillations are
evident in R,. Interestingly, Dhang et al. (2016, 2018)
simulated the thermal accretion flow near neutron stars and
reported similar oscillatory luminosity behavior. However,
their analysis was limited to the shock range, revealing a
consistent, high-frequency luminosity oscillation within that
domain, hinting at HFQPOs ranging from hundreds to a
thousand Hz. This observation might serve as an indicator for
the potential discovery of HFQPOs in our system. In
conclusion, our model provides a basis for understanding the
LFQPO contribution from oscillatory shocks in the 0.1-30 Hz
range for BHXRBs.
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Figure 5. Top planes: time evolution of the accretion rate (M., orange line with arbitrary unit), outflow rate (Mo, blue line with arbitrary unit) with specific angular
momentum 1.70, 1.75, 1.80, 1.85, 1.90 and 2.00 across all simulations. Both mass fluxes are derived from M = f f pv - dS. Bottom planes: outermost shock location
on the equatorial plane (R, green line) within 10%%, (i.e., about ten seconds) after the beginning of the simulations for the above cases. A detection threshold of 10%
has been employed in measuring R,. With increasing specific angular momentum, the dynamics of accretion and disk wind in the system evolve. Notably, for
Ao > 1.85, the M, substantially exceeds the M., making it challenging for material to descend into the black hole. For very low values of ), as the shock position
is very close to the inner boundary, we employed a higher signal filtering strength to avoid distortion effects. For samples exhibiting shocks (i.e., Ay > 1.75),

oscillations in both the M., and My, are primarily attributed to these shocks. As

Ao amplifies, the shocks’ location approaches the outer boundary, exhibiting an

inverse trend with the accretion rate, characterized by a discernible time lag. While oscillating shocks are observed in these samples, the shock locations for g > 2.00
display outward oscillations over time, indicating their inability to sustain a stable quasi-periodic oscillation state. In the late evolution at Ay = 2.00, the sudden
decrease in the evolution plot of R, is due to distortion caused by the outermost shock extending beyond the outer detecting boundary. However, it should be noted that
for Ay = 1.70, the observed shock is primarily associated with the collision of inflow and outflow near the inner boundary, rather than within the accretion region itself

(see Figure 4).

4. Discussion

In Section 3, we presented the simulation results for the
parameters listed in Table 1. In this section, for a more in-depth
investigation into the stability of shocks and accretion flow, we
delve into further discussions. In Figure 7, it can be seen that
the luminosity of some cases exhibits burst behavior at certain
moments, and in the long run, this burst seems to have some

quasi-periodicity. Since there is no outburst phenomenon when
shocks do not appear, we believe that this may be related to the
activity mechanism of the accretion flow when shocks exist.
Among them, Figure 7 also shows that there is a weak shock,
but there is no rapid variation of luminosity in A\g = 1.70. In
contrast, Ay > 1.75 has different degrees of variations, and has
more obvious shock and significant convection. Our results in
Section 4.1 show that multiple shocks can exist in the accretion
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flow and that convection may cause the merger of two shocks
and a short-term rise in the accretion flow behavior. In
Section 4.2, we further discussed the properties of accre-
tion flow.

4.1. Transonic Points and Multiple Shocks

According to the Rankine-Hugoniot conditions, the pre-
shock accretion flow must be supersonic (i.e., M > 1), and the
post-shock flow must be subsonic. Therefore, a reasonable
transonic point with multiple sonic points must exist for a
shock to be present. In other words, the position of the shock
should coincide with the location predicted by the theory of the
transonic flows. The theoretical model for transonic accretion
flow suggests that the Rankine—-Hugoniot condition for shock
formation is satisfied for Ay > 1.854 (i.e., a physical sonic
point). To discuss why shocks occur at angular momenta less
than ),, we plotted the Mach number distribution (Figure 9).
For very low ), the accretion flow almost freely falls into the
black hole. Everything undergoes a transition at Ay > 1.75, at
which point multiple sonic points begin to appear (manifested
in the change from red to blue regions in the radial direction in
the figure). As the study of transonic flows is based on one-
dimensional models, and as shown in Figure 9, the distribution
of sonic points in the plane is not confined to a specific radial
direction. Therefore, we anticipate more occurrences of
physically relevant sonic points in higher-dimensional

scenarios. Although Figure 9 does not reflect the relative
strength and stability of shocks, when combined with Figure 7,
shocks appear more stable for \y > \,.

In case of theoretical solutions, there is only one stable,
physical shock along with multiple sonic points even when
Ao > 1.854 (Chakrabarti 1990). According to the physical
characteristics of shock, the flow parameters will undergo a
jump between the pre-shock flow and post-shock flow.
Mathematically, this will manifest as derivatives resembling
Dirac delta functions, making the divergence distribution a
good criterion for determining the existence of shocks.
Figure 10 describes the divergence distribution in the radial
direction (Vg - Sg) and mean Mach number (M )—density (p)—
pressure (P) (the quantities being averaged over # direction)
diagram at 77,200fy for Ay = 1.80. The shocks are detected
around 50 and 125 R,. Furthermore, on the bottom plane in
Figure 10, although M < 1 only appears once at R ~ 50R,, but
due to the average count and the range of R of M < 1 as long
as 20R,, combined with the Vg - Sk graph, it can be potentially
predicted that there is more than one shock from 30 to 50R,.

Simulations and discussions by Okuda et al. (2022) reported
an inner shock called the expanding shock, which contributes
to the outflow process and affects the outer shock with opposite
evolutionary behavior. The behavior of multiple shock waves is
closely related to the local properties of the accretion flow.
Figure 11 shows that under the joint action of convective and
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Figure 7. The panels display the light curve derived from bremsstrahlung (see Equation (13)), and the power spectrum obtained by fast Fourier transform (FFT, blue
solid line) and its nonlinear multiple model fitting (red dashed line) for specific angular momenta )\, of 1.70, 1.75, 1.80, 1.85, 1.90, and 2.00. Notably, luminosity
oscillations are discerned around frequencies of 120 and 1 Hz for Ay = 1.70, 0.4, 5.0 and 30 Hz for Ay = 1.75, and 0.25 and 3.0 Hz for Ay = 1.80. Generally, the
luminosity levels span between 10°° and 10°* erg s™' with inflow density 1012mp and gg of unity value for simplicity, aligning well with observational findings of a
series of low-mass BHXRBs (Ingram & Motta 2019), and 10*~10%7 erg s for typical gas densities around BHXRBSs in the range of ~10'°-10""g cm™? (e.g., Stoop

et al. 2021; Yao et al. 2021).

advective accretion flows, two shocks in case of Ay = 1.80
merge, which exactly corresponds to the t ~ 7.6s burst of
luminosity. When the expanding shock disappears, the
accretion flow material will smoothly enter the black hole,
resulting in a temporary increase in the accretion rate until a
new expanding shock is born. This mechanism also makes the
inner shocks more unstable. In other words, although multiple
shocks can be confirmed to exist in simulations, accurate
tracking and positioning still face greater challenges.

4.2. Advection and Convection

Looking at the density contours shown in Figure 3, it is
apparent that even for very small )y as matter flows from the
outer boundary toward the inner boundary, the decreasing
density of accretion flow with radius exhibits an approximate

11

power-law like behavior with an exponent «,. In this section,
we will explore the accretion flow dynamics depicted in
Figure 9 by discussing the spectral index «,. Observational
data for Sgr A" and M87" suggest that a, ~ —1 (Russell et al.
2015; Ressler et al. 2023). Convection-dominated accretion
flow (CDAF) models (Narayan et al. 2000; Quataert &
Gruzinov 2000) posit that strong convective motion dominates
the accretion process. In such flows, radiation is inefficient in
carrying away the heat generated by accretion. Instead,
convective motion becomes the primary mechanism for energy
transfer, resulting in o, ~ —0.5. In contrast, ADAF (Narayan
& Yi 1994) models propose that energy transfer is dominated
by advective motion, leading to o, ~ —1.5.

Figure 12 displays the comparison of dimensionless average
density and average accretion rate for A= 1.70, 1.75, 1.80,
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1.85, 1.90, and 2.00. It is essential to note that the two dashed
lines (CDAF and ADAF) correspond to the average accretion
rate ay = a, — 0.5 since M =v-p with v being the
Keplerian velocity ~R~:. Both o, and ay; exhibit a similar,
or even steeper, decline rate (i.e., a < —1.5) compared to
ADAFs, which is expected as ADAFs have larger angular
momentum compared to the low angular momentum advective
flows studied in this work. The discussion focuses on «, due to
occasional distortions in c«y; caused by the logarithmic
operations, leading to abrupt declines in accretion rates. By
examining the region near the inner boundary (R < 10R,), all
cases show a decline rate close to that of CDAF. Combining
this with Figure 3, it becomes evident that not all matter can
penetrate the inner boundary and enter the black hole region.
Additionally, not all matter forms a disk wind before reaching
the inner boundary. This implies that a portion of the disk wind
is contributed by convection near the inner boundary. This
region exhibits convection-dominated motion, until encounter-
ing critical radius R. with a density-increasing peak. The

12

location of R, increases with growing )y, possibly marking the
extent of the dense region near the inner boundary. Subse-
quently, in most cases, the flow transitions into a stage
dominated by advective motion. However, for very large
angular momentum (A > 2.00), the decline rate in the range
50R, < R < 180R, reduces again, entering the range
—1.0 £ a, < —0.5. This is also evident in Figure 9, where a
large amount of material accumulates in a massive vortex
within the accretion disk. This suggests that convective motion
becomes dominant again in this region. Here, due to the
substantial material accumulation in the vortex, «, becomes
very large for R 2 180R,, approaching a vertical line in
Figure 12.

5. Summary

We conducted a series of simulations (refer to Table 1 for
details) using PLUTO code (Mignone et al. 2007) based on the
theory of Chakrabarti's transonic accretion flows (e.g.,



Research in Astronomy and Astrophysics, 25:025013 (18pp), 2025 February Huang & Singh

1,000

ll‘A_'f.n‘uj» 1504

' 0.5000) 100
. | i

_ 0.000

Z R)

Figure 9. The distribution of Mach numbers at r = 90,0007, for different values of Ay = 1.60, 1.70, 1.75, 1.80, 1.85, 1.90, 1.95, and 2.00. To distinguish between
subsonic and supersonic flows, all supersonic flows are shown in red color (regardless of magnitude). Arrows in the figure indicate the direction of accretion flow.

13



Research in Astronomy and Astrophysics, 25:025013 (18pp), 2025 February

Huang & Singh

0.00020
0.00015
0.00010
0.00005

¥ 0.00000

=3

~0.00005

—-0.00010

-0.00015

-0.00020

.
100
R (Rg)

— Ay =18,Time=772

v T T
125 150 175 200

103 4

102

101 5

101 5

Mean Relative Intensity

10-2 4

1074 4

w
Mean Mach Number

100

125 150 175 200

R (Rg)

Figure 10. Radial entropy divergence distribution (Vg - Sk, top) and average Mach number (M, green dash-dotted line)-density (7, blue solid line)—pressure (P, red
solid line) diagram (bottom) for Ay = 1.80 at time 77,200¢,. The average value is obtained in the ¢ direction. Each negative peak of Vg - Sg with M < 1 (see the blue
dashed line in the bottom plane), and rapidly increasing of p and P indicate a potential location for shock emergence. In this sample, the shocks are potentially located

in the radial direction at R ~ 50 and 125R,.

Chakrabarti 1989, 1990; Chakrabarti & Molteni 1993) and the
previous numerical works by Ryu et al. (1997).

Compared to the work of Ryu et al. (1997), we employ
spherical coordinates and focus on the first and fourth
quadrants. Additionally, we determine the height of the injected
flow (%) as per vertical equilibrium condition (Equation (8)).
Accordfng to our methodology, even with the parameter
settings from Ryu et al. (1997), this height should be
approximately 15% of radial distance, not their fixed value of
10%. Using our transonic solutions (Equation (9)) and
assuming an injected stream with a Mach number of 5, the
resulting shock positions are in the range 10—100R,. This
implies that our injection flow height (Z—;’) is around 28% (see
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Table 1 and Figure 1). We also utilize a higher resolution and
grid distribution (see Section 2 and Equations (11) and (12)).

We began by analyzing the direct measurements of the
density profile and mass flux. We found that when there are no
shocks in the system, the mass flux is very stable (e.g., when
Ao = 1.50). However, when shocks appear, both the accretion
rate (M) and outflow rate (M) show fluctuations. More-
over, as the specific angular momentum () increases, the
system transitions from accretion-dominated to outflow-
dominated. When )\, > 1.85, it becomes challenging for matter
to fall into the black hole (see Figure 5). Some theoretical
solutions (e.g., Chakrabarti 1989, 1990; Chakrabarti &
Molteni 1993) and previous simulations by Ryu et al. (1997)
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reported that matter struggles to fall into the black hole only
when )\ > 2.00. In comparison, our results are somewhat
different, even though we have not considered other physical
mechanisms affecting the accretion flow, such as radiative
pressure and viscosity. In addition, we discovered shocks
within the accretion flow at Mg 1.75, whereas these
theoretical solutions suggest that shocks are hard to sustain
when )y < 1.782. This finding also contrasts with the results of
Ryu et al. (1997), who did not report shocks and their
oscillations for Ay = 1.75 in their simulations. We speculate
that this discrepancy might arise from the introduction of new
sonic points when using a simulation domain spanning the first
and fourth quadrants, leading to the emergence of these shocks
(even if they are unstable).

15

We further discuss the variation of shock positions and
found that those shocks are not stable. For smaller values of Ay
(such as 1.75), the shock oscillates around a fixed position.
However, for larger values of \j (such as 1.9), the oscillation is
more distant from the central black hole. Given our focus on
adiabatic inflow, a plausible explanation could be the
advective-acoustic cycle process (e.g., Bodenheimer et al.
2007; Scheck et al. 2008). In this process, oppositely directed
sound waves propagating outwards from the shock region
reflect and amplify at specific locations (like boundaries, dense
areas, etc.) and reconverge at the shock front. When
reconverging, the misalignment in their amplitudes (i.e.,
unequal energies) can cause a displacement in the shock
position. In this study, while we have not delved deeply into



Research in Astronomy and Astrophysics, 25:025013 (18pp), 2025 February

the direct implications of the advective-acoustic cycle, we have
explored the relationship between shock position variations and
accretion rate (see Figure 5). We observed that the evolution of
the shock and accretion rate presents contrasting behavior,
particularly pronounced for higher \q values (like 1.9). We also
noted that their variations do not occur simultaneously but
maintain a time lag. This is due to the region calculating the
accretion rate being at the inner boundary, with the shock being
several tens to 170 R, away. The sound waves require time to
propagate from the shock surface to the inner boundary, which
precisely corresponds to this lag value. Intriguingly, the
position of the shock typically coincides with the dense region
of the accretion disk, implying a significant contribution to
bremsstrahlung radiation at this location (refer to Figure 6).

Oscillations in luminosity were observed even at A\g = 1.70.
It is essential to understand that these oscillations predomi-
nantly stem from the intermittent shocks produced by collisions
between the inflows and outflows in the funnel region, rather
than from shocks inherent within the accretion disk itself (refer
to Figure 4). However, as )\ increased to values like 1.75 and
1.80, oscillatory behaviors in luminosity became evident once
the system reached equilibrium, therefore, we reported
luminosity oscillations with a few Hz in those cases. No
discernible luminosity oscillations were found for \g > 1.85. In
these cases, the existence of multiple shocks and luminosity
bursts was noted (see Figures 11 and 10 for example).
Section 4.1 provides a detailed discussion on the occurrence
of multiple shocks, and we believed the combination of
multiple shocks can cause the luminosity outbursts. Simula-
tions by Okuda et al. (2022) also reported multiple shocks,
finding that the inner shocks showed an opposing evolutionary
trend to the outer ones; as the inner shock moved inwards, the
outer one propagated outwards.

In the cases of Ay = 1.90 and 1.95, the Mach number drops
rapidly after passing a strip structure that is nearly perpend-
icular to the equatorial plane (near R ~ 18R,, see Figure 9),
which means that the fall of matter will be blocked here. This is
the result of being strong, stable and nearly perpendicular to the
equatorial plane shock. The strip structure in the Mach number
map will be destroyed with Ag>2.00 because the larger
angular momentum makes it more difficult for matter to fall
and easier to form a disk wind. In Ingram & Motta (2019), it
was suggested that Type C low-frequency (LFQPO), char-
acterized by a centroid frequency < 30 Hz, is likely induced by
accretion rate fluctuations, as they are commonly observed
alongside broad-band, flat-topped noise (Lyubarskii 1997;
Ingram & Klis 2013). In Figures 7 and 8, we further confirmed
this by observing similar variations in accretion rate M. and
the light curves, particularly pronounced at Ay = 1.75.
Chakrabarti et al. (2008), Molteni et al. (1996) proposed a
shock oscillation model employing a two-component accretion
flow with varying accretion rates, leading to discontinuities at
shock fronts. Further research indicates that it is these
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oscillations that give rise to the QPO in the X-ray flux, with
the oscillation frequency inversely proportional to the infall
time (refer to Molteni et al. 1996; Chakrabarti et al. 2008),
which can be approximated as

Vs0

By S —

where vqp, represents the QPO central frequency, v,o = ¢/R, is
the inverse of the light-crossing time of the black hole, c is the
speed of light, R, is the Schwarzschild radius, R = p,/p, is the
compression ratio, and Ry is the average shock location (unit of
R,). Taking Ay = 1.75 as an example (see Figure 3), we have
R; ~ 65 and R ~ 3 — 4, which yields vgp, ~ 3.91—6.52Hz.
This is in agreement with the oscillation peaks found in
Figure 8. This low-frequency oscillation is accompanied by the
accretion disk wind's direction changes, as illustrated in
Figure 3. During these changes, the accretion rate becomes
higher, which is represented by a redder appearance in the
figure. In the light curves, these moments manifest as
occasional bursts (see Figures 7 and 8). In contrast, for cases
with more stable accretion flows with either higher or lower
specific angular momentum, such bursts are not as prominent,
as there is no change in the accretion disk's direction in these
cases. In addition, \g = 1.70 and 1.75 also show oscillation
peaks in the high-frequency band. One possible mechanism
involves acoustic resonances due to pressure and accretion rate
interactions (see Ingram & Motta 2019, Section 5.6 and
references therein) and classical models related to oscillations,
e.g., relativistic resonance models (Lee et al. 2004) and MHD
model (e.g., Shi & Li 2010; Shi et al. 2014, 2018). In such

2me, .
cases, Vgpo ~ —:TC , Where ry denotes the truncated radius. In our
tl

(14)

scenario, this results in frequencies ranging from several tens to
several hundreds of Hz, precisely matching the less distinct
high-frequency peaks observed in the power spectrum.

In summary, from simulations of adiabatic low angular
momentum advective flow, we observed shocks for \g > 1.75
and significant luminosity oscillations within the range of
1.70 < Ao < 1.80. It is worth noting that our findings slightly
differ from those of Ryu et al. (1997) since they did not detect
shocks at Ay < 1.75 and theoretical prediction. This discre-
pancy might arise from considering the fourth quadrant in 2D
simulations, where we speculate that more transonic sonic
points could exist. Considering known observations, we
identified that oscillations in the range of several to several
tens of Hz could be attributed to shock oscillations and lower-
frequency (0.1-1Hz) luminosity oscillations and outbursts
caused by changes in the disk wind direction. Several sources,
such as GX 339-4 and XTE J1859+226, have reported QPOs
at several Hz in multiple observations (Ingram & Motta 2019).
It is intriguing to note that GX 339-4 exhibited an outburst in
2021, coinciding with its observed QPOs (Mondal et al. 2023).
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Our dimensionless calculations allow us to extend the
applicability of our model to Sgr A*. The resulting frequency
range is 107 °—10 7 Hz, which agrees well with some
observational data concerning Sgr A* (e.g., Degenaar et al.
2013; Neilsen et al. 2013, 2014; Ponti et al. 2015). However, it
is important to note that our model is simplified and does not
account for magnetic fields or full general relativistic treatment.
Recent simulations by Okuda et al. (2019, 2022) have shown
that magnetic fields can induce shocks at lower )\, values, and
the results of Dhang et al. (2018) further support this scenario.
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Appendix
Simulation Run with v = 5/3

We also ran the simulation case Ay = 1.75 with v = 5/3, and
we found that the shock evolution is similar to that of v = 4/3.
The shock oscillates around the equatorial plane, even though
the high-density region is not limited to the vicinity of the black
hole for v = 5/3, because the higher adiabatic index will make
the gas require a higher pressure to compress (i.e., pV”7 is a
constant). Therefore, our simulation results are also relevant to
different v (Figure Al).
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