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Abstract

Geometric distortion (GD) critically constrains the precision of astrometry. Using well-established methods to
correct GD requires calibration observations, which can only be obtained using a special dithering strategy during
the observation period. Unfortunately, this special observation mode is not often used, especially for historical
observations before those GD correction methods were presented. As a result, some telescopes have no GD
calibration observations for a long period, making it impossible to accurately determine the GD effect. This limits
the value of the telescope observations in certain astrometric scenarios, such as using historical observations of
moving targets in the solar system to improve their orbits. We investigated a method for handling GD that does not
rely on the calibration observations. With this advantage, it can be used to solve the GD models of telescopes
which were intractable in the past. The method was implemented in Python and released on GitHub. It was then
applied to solve GD in the observations taken with the 1 m and 2.4 m telescopes at Yunnan Observatory. The
resulting GD models were compared with those obtained using well-established methods to demonstrate the
accuracy. Furthermore, the method was applied in the reduction of observations for two targets, the moon of
Jupiter (Himalia) and binary GSC 2038-0293, to show its effectiveness. After GD correction, the astrometric
results for both targets show improvements. Notably, the mean residual between the observed and computed
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position (O — C) for binary GSC 2038-0293 decreased from 36 to 5 mas.

Key words: astrometry — methods: data analysis — techniques: image processing

1. Introduction

Both space and ground-based observations in the field of
optical astrometry are inevitably affected by geometric distortion
(GD). In the majority of scenarios, the correction of GD is the
main factor limiting the astrometric precision (Peng et al. 2017;
Wang et al. 2017; McKay & Kozhurina-Platais 2018; Wang et al.
2019; Casetti-Dinescu et al. 2021). For example, for the
observations taken with the 2.4 m telescope at Yunnan Observa-
tory, the astrometric precision nearly improved by a factor of 2
after the accurate correction of GD (Peng et al. 2017).

Besides its effect on astrometric precision, GD correction is
also necessary for some applications to improve computational
speed or meet fundamental requirements. For instance, in real-
time applications that involve handling substantial data and
computational loads for detecting and tracking near-Earth
objects, Zhai et al. (2018) employed GD correction when
converting the pixel coordinate to the equatorial coordinate.
After GD correction, the iterative process of mapping from the
pixel coordinate to the standard coordinate can achieve
convergence faster. As a result, this mapping process was
accelerated while attaining high-precision results.

Adopting high-order plate constants for reduction can
mitigate the effect of GD. However, it requires that sufficient
reference stars exist in the field of view (FOV), which is not
met in specific high-precision applications. For some ground-
based observations of moving targets, instrument limitations
and other factors may result in a lack of observed reference
stars available from the observations. Consequently, the GD
solution derived from calibration observations is essential for
obtaining high-precision positions of these moving targets. In
addition, in Hubble Space Telescope (HST) extremely deep
field observations where the AB magnitude of stars can reach
up to 30 mag (Illingworth et al. 2013), there is no star catalog
that provides accurate positions for reference stars. The
infeasibility of applying the high-order plate constants, as a
result, makes GD correction necessary.

The most notable research on addressing GD was conducted
by Anderson & King (2003). Their method does not rely on
star catalogs and is called the self-calibration technique. It has
been applied to solve GD for multiple cameras on the HST
(Bellini & Bedin 2009) as well as several ground-based
telescopes (Anderson et al. 2006; Bellini & Bedin 2010),
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achieving high-precision astrometry. An alternative approach
for solving GD is based on the known reference star positions
that are not affected by GD, such as HST observation positions
with GD correction (Service et al. 2016), or even star positions
obtained from non-optical wavelength bands (Reid & Men-
ten 2007). This method requires fewer observations for the GD
solution than the self-calibration technique, but the accuracy
may be affected by the errors present in the external reference
system (Bernard et al. 2018). Peng et al. (2012) proposed a
novel method for mitigating the influence of catalog errors on
the GD solution, thereby reducing the accuracy requirements of
the external reference catalog. Furthermore, it has been
improved by Wang et al. (2019) to handle the GD in
observations captured by the 2.3 m Bok telescope at Kitt Peak
(Peng et al. 2023).

The above methods can effectively solve the GD model and
achieve positional measurements with precision up to the
0.01 pixel level. Due to the GD correction in the reduction, the
astrometric precision of natural satellites has been substantially
improved (Peng et al. 2015, 2017; Wang et al. 2017).
Nonetheless, these GD correction methods necessitate well-
planned observational strategies, obtaining optimally dithered
and overlapping frames (Anderson & King 2003; Peng et al.
2012), to offset the effects of GD or catalog errors (Zheng et al.
2021). Taking these GD calibration observations requires
additional telescope time, which is sometimes difficult to meet
due to observation conditions. More importantly, for the
historical observations before the above methods were
proposed, there was no such an observation plan to obtain
calibration observations at all. That is to say, the above
methods cannot deal with the GD in many historical
observations.

To address this issue, a method is proposed to derive an
analytical GD model without the requirement of GD calibration
observations. We demonstrate the performance of this method
by comparing it with the well-established GD correction
method (Peng et al. 2012; Wang et al. 2019). Additionally, we
perform the reduction of Himalia (J6) observations captured by
the 2.4 m telescope at Yunnan Observatory and the 60cm
telescope observations for a binary system GSC 02038-00293.
Himalia is the largest member of Jovian irregular satellites
(Grav et al. 2015). We have been observing and measuring the
positions of irregular satellites for the past decade (Peng et al.
2017; Shang et al. 2022), dedicated to improving astrometric
methods to obtain high-precision astrometric results. The high-
precision astrometric observations of irregular satellites can be
used for improving its ephemerides, as well as understanding
the formation of early solar systems. GSC 2038-00293 is a
close binary system with high-level magnetic activity, studying
its nature is of great significance for understanding stellar
evolution (Dal et al. 2012). Although a lot of research has been
done on the system, including light-curve analysis and out-of-
eclipse analysis, its nature is still not very clear. A new study
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intends to combine previous work with the position changes of
the binary system to reveal its unknown nature, so we perform
astrometry for its historical observations. These observations
are initially reduced using plate constants without GD
correction, but the results are unsatisfactory. Like many
telescopes primarily employed for photometric purposes, the
60 cm telescope at Yunnan Observatory has never performed
any GD calibration observations. However, the novel research
focus of binary GSC 02038-00293 highlights the importance of
astrometry. Since our method does not require GD calibration
observations, it is adopted in the reduction of these
observations.

This paper is structured as follows: Section 2 provides
detailed information about the observations and the corresp-
onding instruments used to capture them, while Section 3
describes the GD correction method based on the Gaia DR3
(Gaia Collaboration et al. 2023). Section 4 presents the
performance comparison between our method and the well-
established method, as well as the advantages of the new
method in reducing the observations of the targets J6 and
GSC 02038-00293. Finally, Section 5 concludes the paper with
some closing remarks.

2. Observations

Observations obtained from multiple telescopes are used in
this paper. These telescopes include the 60 cm telescope (Zang
et al. 2022), the 1 m telescope (IAU code 286, longitude—
E102°47'18", latitude—N25°1'46", and height—2000 m above
sea level) at Yunnan Observatory, and the 2.4 m telescope
(TAU code 044, longitude—E100°1’51”, latitude—N26°42’
32", and height—3193 m above sea level) at Yunnan
Observatory (YNO 60 cm, YNO 1 m, and YNO 2.4 m). More
instrumental details of the reflectors and CCD detectors are
listed in Table 1. The patterns and magnitudes of GD
experienced by these instruments are different.

Observation sets 1 and 2 were captured using the dithering
strategy, which takes multiple dithered exposures of the same
sky field with different offsets (Peng et al. 2012). They are used
to demonstrate that the proposed method in this paper achieves
the same accuracy as other well-established GD correction
methods. Observation sets 3 and 4 are significantly affected by
higher-order GD, but only a dozen or so bright stars can be
used to solve the plate constants, thus the GD solution is very
important for high-precision astrometry of the targets. Detailed
information on these observations is provided in Table 2. In
this paper, bright stars refer to stars brighter than a certain
magnitude threshold. The astrometric precision of stars brighter
than this threshold is consistent, which means their precision is
not limited by their magnitude. For our observations, the
signal-to-noise ratio (SNR) of the star corresponding to the
threshold is about 100, so it can serve as a criterion for using
SNR to determine bright stars. This threshold may vary due to
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Table 1
Specifications of the 1 m and 2.4 m Telescopes and the Corresponding CCD Detectors

Parameter 1 m Telescope 2.4 m Telescope 60 cm Telescope
Approximate focal length 1330 cm 1920 cm 750 cm
F-ratio 13.1 8.0 12.5
Diameter of primary mirror 101.6 cm 240.0 cm 60.0 cm
Approximate scale factor 0”234 pixel ! 07283 pixel ! 0”383 pixel !
Size of CCD array (effective) 4096 x 4112 1900 x 1900 2048 x 2048

Size of pixel 15.0 pm x 15.0 pm

13.5 pm x 13.5 pm 13.5 pm x 13.5 pm

Table 2
Details of the Observations

ID Target R.A. Decl. Obs Date Frames Z.D. Telescope Bright Stars Exposure

(deg) (deg) (y-m-d) (No.) (deg) (No.) (s)
@ () 3) (€} ) (6) @) 3) ) (10)
1 NGC 2168 92.32 +24.33 2018-11-13 38 1~17 YNO I m 350 ~ 400 60
2 NGC 1664 72.71 +43.56 2015-02-10 44 19 ~ 21 YNO 2.4 m 150 ~ 180 40
3 Himalia 197.02 —5.15 2017-04-08 15 35~ 37 YNO 24 m ~10 30
4 GSC 02038-00293 240.70 +25.34 2011-02-28 187 1~30 YNO 60 cm ~12 40

Note. The first column is the identification of the observation set. Column (2) lists the target. Column (3) and Column (4) give the R.A. and decl. of the target,
respectively. Column (5) lists the observational date. Column (6) gives the number of CCD frames in each observation set. Column (7) is the range of zenith distance.
Column (8) is the telescope used. Column (9) provides the number of stars with sufficient signal-to-noise ratio, whose astrometric precision is not dominated by

centering errors. Column (10) gives the exposure time.

some factors such as atmospheric turbulence, so the specific
criterion for determining bright stars depends on each
observation set. Figure 1 presents a frame of GSC 02038-
0293 observations obtained from the YNO 60 cm telescope.

3. Methods

The method investigated in this paper derives an analytical
GD model, which is characterized by a high-order polynomial,
using the distortionless positions of stars provided by the Gaia
catalog. The analytical GD model can effectively describe the
GD effect in ground-based observations because the majority
of GD components can be characterized by polynomials. The
remaining components, which are typically described using a
lookup table (Wang et al. 2019), generally only account for a
minor portion of GD. This is confirmed in the subsequent
section through experimentation. The principle of this method
is to extract the GD effect present in each frame of observations
and then derive the GD model based on the GD effect extracted
from these multiple frames. In other words, the method uses the
weighted average of the plate constants to derive the GD
model. As fitting errors are eliminated by averaging the
coefficients from multiple frames, the final GD solution does
not have overfitting issues even if only a dozen bright stars can
be used to solve the high-order polynomial.

The implementation details of this method are as follows. A
two-dimensional Gaussian fitting is used to determine the pixel

positions of the observed stars. These observed stars are then
cross-matched with the stars given in the Gaia catalog (Gaia
Collaboration et al. 2023) to obtain their reference positions.
Specifically, the reference positions are topocentric astrometric
positions of the stars (Kaplan et al. 1989) calculated from their
catalog positions. To ensure the accuracy of the GD solution,
we also account for additional factors that may cause
deterioration to its accuracy. These factors include differential
color refraction and charge transfer efficiency issues, which can
be effectively addressed using the method presented in Lin
et al. (2020). Consequently, we can obtain the pixel coordinate
(x;, y;) and the equatorial coordinate («;, 6;) of each star i. The
standard coordinate (&;, 77;) can be converted from the equatorial
coordinate via the central projection, which is presented in
Green (1985).

To extract the GD effect on pixel positions, we need to solve
a six-parameter linear transformation to obtain the approximate
pixel positions (x;*, y+) of the reference stars. The linear
transformation is expressed as:

xi=a& + by + ¢,

yi:g£i+e~ni+f7 ey
where the coefficients @~f (denoted as C%; hereafter) can be
estimated through the least-squares fitting. Using the linear

transformation, the standard coordinates (&;, n;) can be
converted to the approximate pixel positions (x;*, y*). The
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Figure 1. A frame of GSC 02038-0293 observations obtained from the YNO
60 cm telescope.

coefficients of the linear transformation Ct; are initially
inaccurate because they are affected by the GD. During the
iterative solving process of GD, the pixel positions (x;, ;) in
Equation (1) will be replaced by the positions after GD
correction in each new iteration. As a result, the approximate
pixel positions (x;, ¥*) would converge to the distortionless
pixel positions.

Based on the pattern and magnitude of GD experienced by
the optical system of each telescope, we select a polynomial of
appropriate order N to characterize its analytical GD model.
The general formula of the polynomial is given as:

U= Z Kk XY™,
m,n,0<m+n<N
V= S XY, )

m,n,0<m+n<N

where k,,, and j,,,, are the parameters to be fitted. Setting (X, ¥)
as coordinates (x;*, y*) and (U, V) as coordinates (x;, y;), an
Nth-order polynomial that characterizes the GD effect can be
fitted. We denote the coefficients of this polynomial as Cpi,. By
solving for the coefficients Cpy of each frame in an observation
set and applying a weighted average based on image quality, an
average GD solution épix can be obtained. Most of the random
errors are offset in the weighted average of the information
from multiple frames, leaving only the GD effect.

Now we can determine the GD effect at any given pixel
position using a polynomial with coefficients Cpx. However,
when the GD effect changes dramatically within a small image
range, there would be a significant difference in the GD effect
between the distortionless pixel position of the star and its
actual observed pixel position. In order to handle this issue, we
determine the transformation from the pixel positions (x;, y;) to
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the distortionless positions to correct GD. Specifically, we
construct a 16 x 16 grid uniformly distributed across the pixel
coordinates of the image (as shown in Figure 3). Then the grid
positions (x,, y,) are transformed via a polynomial using the
coefficients Cpix, resulting in their distorted positions xge, ngD).

Finally, the inverse transformation coefficients Cj, are
determined by fitting from (xJ®, ngD) t0 (xg, yg). The pixel
position with GD correction can be calculated by setting (X,Y)
as the coordinate (x;, y;) and using Cj,, as the coefficients in
Equation (2). Figure 2 describes the solving process for these
coefficients and the transformations between different
positions.

Considering that the pixel positions of stars are contaminated
by different levels of random noise, weights have been
introduced into all fitting procedures related to the pixel
positions (x;, ;). The GD model is derived through an iterative
procedure, with the weights initially set to be uniform. After the
first iteration of the GD solution, the weight for each star is
determined as the inverse of the variance in positional
measurements. The variance can be calculated by fitting a
sigmoidal function to the Mag-SD data (as shown in Figure 4).
The sigmoidal function is expressed as:

o(m) = (A1 — Ar)/(1 + etm=mo/dmy 4 Ay, 3

where m is the magnitude of the star, o(m) is the positional
standard deviation (SD) of the star in the previous iteration, A,
A,, my and dm are the free parameters. Detailed calculation
procedures for the weights can be found in Lin et al. (2019).
The weights and the coefficients C}; are updated in each
iteration so that a more accurate GD model can be solved. The
final analytical GD model is obtained through two to four
iterations of the aforementioned procedure. For the conve-
nience of others to use the method to solve GD, a Python
implementation of this method is available on GitHub.’

For comparison, a classical method of the plate constant
reduction is also applied in this paper. The method can be
simply described as solving a polynomial transformation from
the pixel positions of reference stars to their standard positions,
and then using the transformation to calculate the astrometric
position of the target. Using an Nth-order polynomial for
reduction, GD not higher than Nth-order can be handled if there
are enough reference stars (Green 1985; Peng & Fan 2010).

4. Results

Compared with the GD model determined by the well-
established method (Peng et al. 2012; Wang et al. 2019), the
accuracy of the GD model obtained through our method is
verified. Furthermore, our method is applied to reduce
observations of Himalia (J6) and GSC 02038-00293 to
demonstrate its advantages. The computed positions of J6

> hups: //github.com/JxnuLin/GDSolver
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Figure 2. The transformations between different positions and the solving process of the corresponding coefficients in one iteration of our geometric distortion (GD)
solution. The arrows in the figure indicate the processes of coordinate transformations through the given coefficients, as well as other operational processes denoted in
bold. The target in the figure represents the fitting targets of the input positions, while the coeff denotes the fitted coefficients obtained from the fitting process.

and GSC02038-00293 are retrieved from the Institute de
Méchanique Céleste et de Calcul des Ephémérides (IMCCE)
and Gaia DR3, respectively.

4.1. Comparison with the Well-established Method

Since observation sets 1 and 2 were acquired by the dithering
strategy, the well-established methods can also be used to solve
GD. The GD models for these observation sets were solved by
the methods described in Section 3 and Wang et al. (2019),
respectively. Figure 3 presents the results, which include the
GD models for the YNO 1 m and 2.4 m telescopes solved by
each method. The differences of the GD models solved by
these two methods for each telescope are also given in the right
panels of the figure. Among them, the analytical GD model for
the YNO 1m telescope is characterized using a 4th-order
polynomial, while the model for the YNO 2.4 m telescope uses
a Sth-order polynomial.

After GD correction, the six-parameter plate constants are
used for the reduction of observations to obtain astrometric
results. The astrometric results corrected by the method of
Wang et al. (2019) are used as a reference hereafter. Figure 4
shows the positional SD of each star, which is calculated as

Owum = \ 02 coss + 0. In addition, the difference in the mean
(O — O) (i.e., the residual between the observed and computed

position) between our results and the reference results is shown
in Figure 5. As can be seen from Figures 4 and 5, the
astrometric results corrected using our GD solution are
consistent with the reference results. On the one hand, the
SDs of the astrometric results obtained by the two methods are
equivalent. On the other hand, for the YNO 1 m telescope
observations, which is less affected by GD, the mean (O — C)

difference between our results and the reference results is
merely 1 mas. The difference is only 2 mas for the observations
captured by the YNO 2.4m telescope. That is to say, the
method proposed in this paper can efficiently correct GD and
obtain reliable astrometric results.

4.2. Application of the GD Solution

As stated in Section 1, our method is particularly useful in
scenarios where only a limited number of bright reference stars
(typically a dozen or so) can be used in the reduction. This
usually happens when observing a sparse FOV, where the
moving target may pass through. In this section, we processed
and analyzed the observations of two targets that satisfy the
scenario. These observations were not taken with a dithered
FOV. Hence, the aforementioned well-established GD solu-
tions are not applicable.

Figure 6 shows the astrometric results of the J6 observations
captured by the YNO 2.4 m telescope, the left panel shows an
obviously greater SD for the target than other bright stars. This
is because there are insufficient reference stars available for
reduction, leading to overfitting of the 3rd-order plate
constants. The higher precision for the reference stars in the
left panel is an illusion, as overfitting absorbs the residuals in
the reduction. More severe overfitting will lead to poorer
calibration, resulting in lower precision of the target.

To address this issue, we corrected the GD corresponding to
the 3rd-order polynomial using the method proposed in this
work and then used the six-parameter plate constants for
reduction. The astrometric precision of the target J6 is
improved after GD correction, with the positional SD decreased
from 20 to 17 mas. The result is shown in the right panel of
Figure 6.
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Figure 3. The GD models of the YNO 1 m and 2.4 m telescopes solved by our method and the method of Wang et al. (2019), respectively. The differences between
these two GD solutions for each telescope are presented in the right panels. The upper panels display the GD models of the YNO 1 m telescope, while the lower panels
show the GD models of the YNO 2.4 m telescope. The statistics of the GD vectors are presented at the top of each panel. The vectors are suitably magnified to clearly

visualize the shape of the GD.

The improvement is more significant for the observations
taken with the YNO 60cm telescope. Figure 7 shows the
GD model of the telescope solved with observation set 4. The
GD model is characterized by a 3rd-order polynomial. To
obtain reliable astrometric results, this GD solution was
applied in the reduction of observation set 4. For comparison,
Figure 8 also presents the results obtained by using plate
constants of different orders for reduction. The left panel in
the figure gives the positional SD and the right panel
the corresponding mean (O — C) calculated by (O — C)gyy =
V(0 = oo + (0 = €}

Due to the observation set points to a fixed FOV, using low-
order plate constants for reduction is possible to achieve precise
positional measurement for the target (see 25.0 mas in panel (a)

of Figure 8). However, despite the good fit of the plate
constants at this time, the results for all stars displayed in the
right panel (b) show a large mean (O — C), suggesting the
presence of a significant GD effect and rendering these
astrometric results unreliable. As the order of the plate
constants increased, the positional SD of the target given in
panels (c) and (e) became greater than that of other bright stars.
That is to say, even if only 2nd-order plate constants are used,
overfitting will occur and become more pronounced as the
order increases. This is consistent with the previous astrometric
results of J6 observations. Additionally, panels (d) and (f) show
that the mean (O — C) values of the reference stars are
decreased. This is due to overfitting resulting in the residual
being absorbed in the reduction process. The target should not
be involved in the fitting of the plate constants, so its mean
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Figure 7. The GD model of YNO 60 cm telescope.

(O — C) values remain large, indicating unsatisfactory astro-
metric results.

The bottom two panels in Figure 8 provide the results of
applying our GD correction method first, followed by reduction
using the six-parameter plate constants. As evident from the
panels, these results show significant advantages compared to
the results of other methods. On the one hand, the astrometric
precision of the target is comparable to that achieved using the
low-order plate constants. On the other hand, panel (h) reveals
that the mean (O — C) values for the target and reference stars
are significantly smaller than the values obtained using the 1st
and 2nd-order plate constants. This demonstrates that the
system error caused by GD is significantly decreased after
applying the GD correction.

It can be seen that for observations lacking sufficient
reference stars to solve high-order plate constants, the GD
solution significantly improves the astrometric results. Empiri-
cally, when using the weighted least-squares method to
determine the plate constants for data reduction, the number
of bright reference stars should be approximately 1.5 times the

number of fitting parameters. This is crucial when determining
the necessity of a GD solution.

5. Conclusions and Discussions

A GD correction method based on the high-precision Gaia
catalog is investigated in this work. This method is effective
and easy to implement. We presented the reduction of open
clusters observations taken with the 1 m and 2.4 m telescopes at
Yunnan Observatory to evaluate its accuracy. In the reduction,
our method and a well-established method (Peng et al. 2012;
Wang et al. 2019) were used for GD correction, respectively.
The results demonstrate that both methods achieve the same
precision. In addition, the mean (O — C) difference between
our results and the reference results is only 1 mas for the YNO
1 m telescope observations and 2mas for the YNO 2.4m
telescope observations. More observations were reduced to
investigate the conditions necessary for our method. It was
found that no more than 15 frames are enough to derive an
effective GD solution. These frames can have different or
identical FOV, as long as each contains a sufficient number of
reference stars that are approximately evenly distributed in the
image. Typically, it is sufficient for the number of bright
reference stars (with SNR > 100) to be more than half the
number of GD model parameters. As fitting errors are
eliminated by averaging the coefficients from multiple frames,
the final GD solution does not have overfitting issues even if
only a dozen bright stars can be used to solve the high-order
polynomial.

The major advantage of this method is that it does not
require special calibration observations to solve GD. This is of
significant value for the historical observations where GD
correction is unattainable due to the absence of relevant
calibration data. Limited by the performance of observation
equipment, even using the Gaia DR3 catalog, there are still not
enough reference stars in these historical observations to solve
high-order plate constants. Furthermore, reduction using Ist-
order plate constants will result in significant systematic errors
due to the severe effects of GD. The observations of binary
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Figure 8. Comparison of the positional SD and mean (O — C) obtained by using different methods for reduction. From top to bottom in this figure are the results of
reduction using 1st, 2nd and 3rd-order plate constants, as well as the results obtained by reduction using the six-parameter plate constants after GD correction. The left
panels show the positional SD for each star, while the right panels present the corresponding mean (O — C). The numbers in the panels are the statistics of target
GSC 02038-00293. The horizontal dashed line marks the median of the positional SD or mean (O — C) in each panel for stars brighter than 15 mag.

GSC 02038-00293 taken with the YNO 60 cm telescope are an
example that satisfies the situation. By applying our GD
solution in the reduction, the astrometric results of this target
were significantly improved, with the mean (O — C) decreased
from 36 to 5 mas. Additionally, the J6 observations in a sparse
FOV taken with the YNO 2.4 m telescope were also corrected
by the method. These results show that the method has great
potential to improve the astrometric precision of the target in
historical observations.

It should be pointed out that we use a simpler and more
easily calculated topocentric astrometric position of a reference
star to drive GD and find that there is no precision loss for our
observations. Nevertheless, when establishing the GD model, it
is more appropriate to adopt the observed positions of the
reference stars, which can eliminate the influence of the
differential atmospheric refraction and light aberration. The
observed positions will be adopted in our future work to obtain
accurate GD solutions.
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