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Abstract The LE is the low energy telescope that is carriedraght-HXMT. It uses swept charge devices
(SCDs) to detect soft X-ray photons. LE’s time response issed by the structure of the SCDs. With
theoretical analysis and Monte Carlo simulations we dis¢hs influence of LE time response (LTR) on
the timing analysis from three aspects: the power specatmsity, the pulse profile and the time lag. After
the LTR, the value of power spectral density monotonoustyekeses with the increasing frequency. The
power spectral density of a sinusoidal signal reduces byifaahdrequency 536 Hz. The corresponding
frequency for quasi-periodic oscillation (QPO) signalgl%8 Hz. The root mean square (RMS) of QPOs
holds a similar behaviour. After the LTR, the centroid freqay and full width at half maxima (FWHM) of
QPOs signals do not change. The LTR reduces the RMS of putééegrand shifts the pulse phase. In the
time domain, the LTR only reduces the peak value of the ctoselation function while it does not change
the peak position; thus it will not affect the result of thed lag. When considering the time lag obtained
from two instruments and one among them is LE, a 1.18 ms lagpsated caused by the LTR. The time
lag calculated in the frequency domain is the same as thheitirhe domain.

Key words: instrumentation: detectors — methods: data analysis —adsthanalytical

1 INTRODUCTION photons that hit the detector flow out along a specific path
in each quadrant. The readout time of photons hitting at

The Hard X-ray Modulation Telescope that was launchegjfferent positions of the detector is different, whichuks

on 2017 June 15, also dubbedasight-HXMT, is China’s i, the time response distribution (TRJifao et al. 2019

first X-ray astronomical satellitZpang et al. 2012020.  Figyre1 is a schematic diagram of the charge collection of

It carries three payloads: High Energy X-ray Telescop&ach LE/SCD.

(HE), Medium Energy X-ray Telescope (ME) and Low . . o
Assuming a triangular TRD distribution inferred from

Energy X-ray Telescope (LE). The LE contains threeh ‘LE/ h | died th
identical detector boxes (LEDs) and one electric controf_ e structure of LE/SCDZhang et al(2017 studied the

box (LEB). Each LED consists of eight swept charget'me response of LE and its influence on the pulse profile
device (SCD) modules, two types of collimators, visibleOf pulsations. After thaiZhao et al.(2019 measured the

light blocking filters, anti-contamination films, heat pipe TRD of LE/SCDs using a long exposure readout mode

as well as several thermal and mechanical supportet@‘ERM) gnd obtai_ned the prabability distribution of the
(Chen et al. 2020 The LE uses SCDs to record time-of- readoqt t|m§. In this paper, we perform a more reasonable
arrivals and energies of soft X-ray photons in the energﬁmaIySIS using the updated TRD.

band of 0.7-13keV. The time response of the LE is caused The structure of this paper is as follows: in Sectihn

by the structure of SCDs. There are four quadrants irthe influence of the LE time response (hereafter LTR) on
each SCD detector. The charges generated by incidettte intensity function is studied using analytical methods
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We also investigated the LTR effect using Monte CarloD the readout time. Therefore, the tilferecorded by the
simulations. In Sectior8, the influence of the LTR on LE/SCD is that
the power spectral density (PSD) of sinusoidal signals Z=Ty+D,
and quasi-periodic oscillations (QPOs) is discussed. In D = Dy + Dy..
Section 4, the influence on the pulse profile of pulsar .
signals is discussed. Sectiﬁﬁocusgs on tI?]e time Iag and Here D is Composed. OfD.O and D’“ where D, equals

to 10~° second, which is the fixed delay caused by

Sectionb gives the discussion and conclusions of the papeEhe 100kHz working frequency of the readout mode of

LE/SCDs, andDy, is the time delay caused by the TRD
effect.

The intensity function recorded by LE/SCDs is
influenced by the TRD effect, which can be described
as the convolution of the original intensity functiou(t)
and the TRD Zhang et al. 201)7 Considering the updated
-l TRD and the fixed delay, the response intensity function

)

__/ XN (t) is given by
C

J N(t) = A(t) = h(t),
I I h(t) = ;pké[t —107%(k 4 1)], .
Zpk =1,

wheren = 118 and\(¢) is the original intensity function;
pi is the kth probability of delayingl0—>%k secondsp;,

=
&

Fig.1 Schematic diagram of the charge collection by h i | h in Ei ;
LE/SCDs. Each SCD has four quadrants. In each quadraatnd the corresponding delay are shown in Figiré is

the yellow and gray areas are called ‘packed-pixels’. Th(ihe D,'rac delta function. Thus(¢) is Fhe impulse response
color is simply for visual discrimination. There are 120 function of LE/SCDs. The detection area of each SCD

‘packed-pixels’ in each quadrant, but we only draw aquadrant is a L-shaped strip, which is called the ‘packed-
few of them in the diagram. The charge generated byixel' (Fig. 1). There are 120 ‘packed-pixels’ in each
the ‘packed-pixel’ A is first transferred to B, and then qyadrant. The 20 ‘packed-pixels’ near the centre have a
transferred to the central C for recording. The incident, o voad_outtime. On the other hand, two ‘packed-pixels’
photons at different positions of the SCD lead to different | : LT )
charge collection time, i.e., the time response. close to t.he outskirt of SCDs are invalid, vyh|ch are thus
not considered. Therefore, with the working frequency
of 100kHz, all charges would be readout within 1.18 ms
(Zhao et al. 201p Because the 20 ‘packed-pixels’ near the
2 METHODOLOGY centre have a fixed delay and the area is smaller than the
outside, the time resolution of LE/SCDs is often recorded
as 0.98ms Chenetal. 2020 In this paper, all delay

The number of detected X-ray photoré)in a giventime ~ €ffects are taken into account. So the sequence number of
interval (fmin, tmax) Obeys a Poisson distribution with a Equation 8) starts from 1 to 118. The LTR effect in the

2.1 Theoretical Analysis

parametei(t) (Emadzadeh & Speyer 20} 1e., timing analysis can be studied by comparikdt) with
A(t).
t k t
TNt dtE — [ N(t)dt
P(N =k) = o Moyar] exp [~ fu oy 2.2 Monte Carlo Simulation

k! ’

o (1)_ The Monte Carlo (MC) simulation is widely used when
where P(N = k) represents the possibility of detecting yeajing with difficult quantitative analysis. The general
k photons in the given time interval iy, tmax); A(t) IS method is as follows:

called the time-varying rate or the intensity function in

the unit of photons per second aﬁj‘fa" A(t)dt = E[N], 1. In the time intervalt.in, tmax), the time setf(¢;} 4,
where E[N] is the expectation of the variablg. Let Tj that represents arrival times of photons is sampled

represent the actual arrival time of an X-ray photon and  from the original intensity function\(¢) by using
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the rejection sampling method. The time $€{},Z, |77 )|> and thestar markers are results of Monte Carlo
satisfiest; < to < .. < ¢; < .. < ty-1 <  simulations. Thegreen dot indicates that the PSD peak
tar.The time sef{t;} M, follows a given distribution, after the LTR at 536 Hz decreases by a half.

for examples, periodic signals, QPOs signals, etc.

2. Add a random number to each value in the time se®bviously,
{t;}M, to get a new time sefu;}},, whereu; = . . N
ti + D. We arrangdu; } , in an ascending order and 2 2 ) — 2 _
still denote it as{u; },. Therefore{u;} M, satisfies (DI < (;pk 2 ; ;pzpj) (;pk) .
141075 <up Sup < o<y < <uyor < (6)
upnr < tar + 118 x 1075, wheren = 118. Therefore, thePy (f) is smaller than

3. Extract two light curves from time sefg;}2, and  P\(f) at any frequency and the attenuation factor is
{u;},, which represent signals before and after thel H( £)2| (shown in Fig 3).
LTR, respectively. Then the influence of the LTR on In addition, we performed MC simulations using this
the timing analysis can be studied by comparing thesenethod. In practice, we assumed that the original light
two light curves. curve has an intensity of 1000 cts'sand an exposure of

100s. We show the modulation of the PSD caused by the

To carry out the simulation more efficiently, a spectral-| TR jn Figure 3. We found that our simulations are well

timing software packagsingray for astrophysical X-ray - consistent with the theoretical estimation.
data analysis is employe#igppenkothen et al. 2019

3.2 QPO Signals

3 ON POWER SPECTRAL DENSITY (PSD) ) )
We used the MC method to simulate QPOs, which are

3.1 General Analysis typical signals in the astronomical timing analysis. In
the PSD, QPOs commonly appear as a peak at a certain

Let P\(f) and Py (f) represent PSDs of(¢) and\'(¢),  frequency with a finite width, which can be described as a
respectively. Thus, their relation can be written as: Lorentzian function\\Vang 2018

Pu(f) = [H(DIPPA(f), (4) _ Aw
A A P, =10 + (%)2, (7)

wherevy is the centroid frequency; is the full-width at
half maximum (FWHM), and4, is the amplitude of the
signal. The quality factor (defin@= =2) represents the
()] Z[h(t)]* significance of QPO§. By convgntion, signals wigh> 2
are called QPOs while those with < 2 called the peaked

where H(f) is the Fourier transform of the impulse
response functiork(t) and f represents the frequency.
Considering Equatior8}, | H(f)|? is given by

I
Y

[H(f)?

— Zpi noise Wang 201§.
—1 We simulated different centroid frequencies of QPOs.
n—-1 n The detailed process is as follows:
+2 pipjcos[2 x 10721 f (i — §)].
; ; ! — Consider Lorentzian-shape PSDs described by the

(5) Equation {) with specific parameters. In practice, we
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performed simulations assuming variable centroid fred 4,, which decreases with the increase of the centroid
guencies between 10 Hz and 600 Hz with a resolutiorirequency. We fitted the results with a functigr= ax? +
of 10Hz. We also sefiy = 1 andw = 75. Therefore, bx + c. The fitting parameters are = 1.21 x 1079,
the  factor of QPOs signals we simulated alwaysb = —1.11 x 1073, ¢ = 0.977, respectively.
equals to 10.

— Simulate a light curve for a given PSD using the4 ON PULSE PROFILE OF PERIODIC SIGNAL
algorithm proposed byimmer & Konig (1995. The ) ) )
light curve duration and root mean square (RMS) werel Ne conventional method to obtain the pulse profile

set at 500s and 0.5, respectively. The time resolutioQ’ @ Pulsar signal is epoch-foldingGe etal. 201
of the light curve was set at 1/4 reciprocal of the Considering that the LTR changes the arrival time of

centroid frequency of the corresponding QPOs. photons in milliseconds, the accuracy of the pulse profile
— Using the light curve as an intensity function, the timeV\{ith_a_l period of milliseconds is expected to be influenced
set{t;}, before the LTR and the time s¢y;},  Significantly.

after the LTR were obtained by using the method [N fact, the pulse profile with a high SNR can
mentioned in Subsectigh?2. be considered as the intensity function mentioned in

— Generate PSDs using the time sefg}, and Subsectior2.1 The theoretical results are also represented
{u;}M,. To suppress the Poisson noise, each Iighpy Equation ). Actually, the impulse response function
curve was divided into 10-second segments td1as described the influence on profile already, but in order

calculate PSDs independently, and then an averagéa get a more intuitive result we simulate a periodic signal.

PSD could be obtained. In other words, suppose that the intensity function in one
Finally, we obtained the resulting parameters of QPO&Y¢le has the following form:

after the LTR, and compared them with the input (t — p)?

models. A(t) = exp[— 552 ], (8)

Figure 4 shows an example. The PSD calculatedwhere ;1 and § represent the peak position and the
here is based on the Miyamoto normalization, which isdispersion degree of the profile in a periBdrespectively.

a convenient method for calculating the RMS of QPOsHere we sety = g andé = 1—1;, respectively. In this
(Miyamoto et al. 199 way, a single peak signal can be well constructed in one
The influence of the LTR on QPOs parameters cartycle. Once we get the expression of the profi(e), we

be obtained as a function of the QPO frequency, whicttan calculate the\(¢) using Equation ) or the Monte
is defined asd = g a represents the parameters of Carlo method mentioned in Subsecta. Figure6 shows
QPOs before the LTR, such ag, w, Ag and RMS, and the results of the profile before and after the LTR when
0 represents the corresponding values after the LTR. Thihe period P takes different values. It can be seen that
J is their ratio, which is denoted a@s,, d.,, §4,, dqromms,  the smaller the periodic of the signal, the greater the
respectively. Figuré shows the changes of,, 4., d4,  influence of the LTR, which are represented by the phase
and dgrorms With the QPO frequency,, andd,, are  shifting (PS) and the peak value (PV). A series of signals
almost invariant, which indicates that they are not affécte with different periods are simulated, and changes of the
by the LTR. peak value (denote a%v), the phase shifting (denote
Meanwhile, 64, of QPOs decreases with the in- as dpg) and the RMS (denote a&.,s) of the signals
creasing frequency, indicating that the LTR has a gredbefore and after the LTR are calculated to quantitatively
influence on the peak value of QPOs. This is similar to thalescribe the influence of the LTR on the pulse profile. The
results obtained from Subsecti8rlL We used a quadratic definitions ofépy andd, s are similar to those mentioned
polynomial functiony = ax®+bx?+cx+dtofitds,. The in Subsectior8.2 The definition ofdps is dps = Dozt
fitting parametersare = —1.05x 107, b = 3.02x107%  wherep, andp, represent the peak position before and
c=—2.10 x 1073, d = 0.954, respectively. According to after the LTR and” represents the period. Figureshows
the simulation, th&) factor of QPOs does not change with the simulation results.
the centroid frequency because both the FWHMnd the In addition, we also used the real data of theght-
centroid frequency, of QPOs are unchanged after the HXMT (ObsID: P010129900101) to do some verification.
LTR. Considering that the peak value of QPOs decreasekhe data reduction and the scientific results have been
as the frequency increasing, the actual data contains highublished byTuo et al.(2019. We found that the phase
frequency QPOs may miscalculate t@efactor because of the LE pulse profile is shifted, compared with HE and
the significance of QPOs obtained is too low. The RMSME (Fig. 7). For the convenience of comparison, Figdre
results are shown in panel d of Figuselt is similar to  also shows the HE and ME results after the LTR. It appears
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Fig. 4 Left panel: The black dashed line is a Lorentzian model and thred line is the simulated PSD which has been
normalized for comparisoRight panel: the simulated PSD by using the Lorentzian mo&etl pointsare simulated PSD
before the LTR whilegreen points are simulated PSD after the LTR. Thkack dashed line is the best-fitting with the
corresponding Lorenzian model.
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Fig.5 The influence of the LTR effect on the QPO studies. From a aqioint of view, the higher frequencies have a
larger simulation error so we only got to 600 Hz. Panel,a:as the function of frequency. Paneld; as the function of
frequency. Panel @4, as the function of frequency. Thied dashed line is the result of the quadratic polynomial fitting.
The fitting function isy = ax® + bx? + cx + d and the fitting parameters ase= —1.05 x 1072, b = 3.02 x 1076,

c = —2.10 x 1073, d = 0.954, respectively. Panel digrorms as the function of frequency. Thed dashed line is
the result of the quadratic polynomial fitting. The fittingnfition isy = a2? + bz + ¢ and the fitting parameters are
a=121x1075b=—1.11x 1073, ¢ = 0.977, respectively.

that the peak position of HE and ME after the LTR is5 ON THE TIME LAG

indeed close to the peak position observed by the LE,

which indicates that the abnormality of the LE pulse profile5.1 The Time Domain Time Lag

is mainly caused by the LTR. For comparison, we draw the

opv, d0ps andd, s of HE and ME in Figure’ with red dots,  In the time domain, the time lag between two signals

which are in good agreement with the simulated curve. is usually calculated using the cross-correlation fumctio
(Li et al. 2013. The time displacement that maximizes the
cross-correlation function is called the time delay betwee
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Fig.6 Upper left and right panels: intensity functions\(¢) and \'(¢) before ftar sign) and after ¢ross sign) the LTR
assuming different periods. The profiles are obtained bdgliriigl the time sets generated by the Monte Carlo method
mentioned in Subse.2, and thedashed line is the theoretical prediction by using E®).(Bottom left panel: the pulse
profile of the Crab pulsar observed sight-HXMT satellite. Bottom right panel: the pulse profiles of HE and ME after

the LTR are compared with that of LE.
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Fig. 7 dpv, ops andd,,,,s as a function of the pulsed period. Theel dotsare the results using the Crab data obtained from

HE and ME after the LTR.
the two signals. In this section, we simulate two signaldagr. Then cross-correlation function between light curves
with a fixed time delay. Then we calculate their time extracted from these two time sets were calculated, which

lag after the LTR. In this way, we explore how the LTR is shown in FigureB. The time resolution of light curves
was set at half of the time lag. Two cross-correlation

influences the time lag.
functions (before and after the LTR) are compared. It is
For the sake of simplicity, we chose a flat signal as the;|ear that the smaller the time lag, the smaller the peak of
intensity function\(¢). We sampled this intensity function the cross-correlation function. The LTR only reduces the
to get the time set which represent arrival times of a batckgjues of the function and does not change the maximum

of photons. Then, we shifted the time sets with a constant
to get a new time set. These two time sets have a fixed time
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Fig.8 Simulations for the time lag in the time domaifop left and right panels. the cross-correlation functions before
(red) and after green) the LTR, assuming different time lagBottom panel: the peak ratio of the cross-correlation
function as a function of. Whenr is 0.63 ms, the peak value of cross-correlation functiomeke=es by a halfréd
dot). However, the peak position does not change, which imptiasthere is no influence on the time lag detected with
Insight-HXMT/LE.

position of it, so the calculated time lag actually will not

- 1.031 ¢ BeforeLTR
be influenced. 4 After LTR
However, when we consider light curves detected with  1.021
LE and ME/HE, the LTR effect is expected to have an 2
influence on the lag detection. In this case, two non-lag%ml’ H £ +

the LE LTR. After that, the cross-correlation function was *
calculated between these two signals to obtain the time lag
This simulation shows that the resulting time lag is 1.18 ) og]
millisecond. It is the maximum time delay of the LTR. 0 100 260 300 200 500
This is reasonable because the intensity function is mainl frequency (Hz)

delayed by 1.18 millisecond.

time sets were generated, one of which was responded té 1.001 ‘w#%ﬁﬁ..wﬁ

0.99-

Fig.9 Simulation results of the time lag in the frequency

domain.Black (red) points represent the time lag before

5.2 The Frequency Domain Time Lag (after) the LTR. The assumed time lag is 1 ms in the
simulation. After the LTR, the time lag is still close to the

We used the cross-spectrum to estimate the time lag dfue value but more diffuse.

two signals at different frequenmebllappenk_othen _et al by LE while the other not, in the frequency domain is also

2019. Because we want to calculate the signal time Iags'milar to that in the time domain.

at different frequencies, we assumed a set of sinusoidalI

signals to produce the the intensity function, and genérateg piscUSSION AND CONCLUSIONS

a time set. Then we shifted the time set to get a delayed

time set. Finally, we extract two light curves from theseThe timing analysis mainly depends on the analysis of light

two time sets. These two light curves were used tacurves. The light curve is the sampling implementation of

calculate the cross-spectrum to obtain the time lag. Théhe intensity function. Therefore we analyzed the influence

result is similar to that of the cross-correction functids.  of the LTR on the intensity function at the beginning

shown in Figure9, after the LTR the time lag between two of this paper. The effect of the LTR is the convolution

signals is not changed, despite the results become mooé the original intensity functiom\(¢) and the TRD. In

diffuse. The time lag, in case that one signal is respondedddition, the Monte Carlo method is introduced to faciétat
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There are two situations for the influence of the LTR 1992, The Astrophysical Journal, 391, L21

on the time lag. The first case is that both light curves arelimmer, J., & Konig, M. 1995, Astronomy and Astrophysics,

influenced by the LTR. The cross-correlation function is 300, 707

used to calculate the time lag between two signals in thduo, Y. L., Ge, M. Y, Song, L. M., et al. 2019, RAA (Research

time domain. Simulation results show that the LTR can in Astronomy and Astrophysics), 19, 87

only reduce the maximum of the cross-correlation functionWang, J. 2016, International Journal of Astronomy and

while it does not change the position of it. Therefore, the Astrophysics, 06, 82

calculated delay is not changed by the LTR. In the secon&hang, D. P., Zheng, W., Wang, Y. D., et al. 2017, Optik, 149,

case, when one signal is influenced by the LTR while 430

the other not, a fixed delay of 1.18 ms will be introducedZhang, S.-N., Li, T, Lu, F., et al. 2020, Science China Ptgsi

between these two signals, which should be eliminated in Mechanics & Astronomy, 63, 249502

the actual calculation. The results in the frequency domaihang, S., Zhang, S., Lu, F., et al. 2018, in Space Telescopes

are consistent with those in the time domain. and Instrumentation 2018: Ultraviolet to Gamma Ray, 10699
All these results indicate that although the maximum (International Society for Optics and Photonics), 106991U

time uncertainty of LE/SCDs is about 1 millisecond, Zhao, X.-F., Zhu, Y.-X., Han, D.-W., et al. 2019, Journal agHl

the timing analysis nearing 1 millisecond can also be Energy Astrophysics, 23, 23

analysed in some ways(as discussed above). This provides

a reference for timing analysis usihgsight-HXMT/LE.
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