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Abstract The star formation rate function (SFRF) and specific stanfgion rate function (SSFRF) from
observations are impacted by the Eddington bias, due toriaitges in the estimated star formation
rate (SFR). We develop a novel method to correct the Eddingtas and obtain the intrinsic SFRF
and sSFRF from the Sloan Digital Sky Survey (SDSS) Data Rel&@a The intrinsic SFRF is in good
agreement with measurements from previous data in thetlitex that relied on UV SFRs but its high
star-forming end is slightly lower than the correspondiRgand radio tracers. We demonstrate that the
intrinsic SSFRF from SDSS has a bimodal form with one peakdioatsSFR ~ 107 yr~! representing
the star-forming objects while the other peak is foundS&R ~ 10712 yr—! representing the quenched
population. Furthermore, we compare our observations thighpredictions from the IllustrisTNG and
lllustris simulations and affirm that the “TNG” model penfias much better than its predecessor. However,
we show that the simulated SFRF and CSFRD of TNG simulatioashighly dependent on resolution,
reflecting the limitations of the model and today’s statehsf-art simulations. We demonstrate that the
bimodal, two peaked sSFRF implied by the SDSS observatioes dot appear in TNG regardless of
the adopted box-size or resolution. This tension refleasnied for inclusion of an additional efficient
guenching mechanism in the TNG model.

Key words: methods: statistical — galaxies: formation — galaxies:tastises and redshifts —
hydrodynamics

1 INTRODUCTION the spectral energy distribution (SED) fitting method
(Duncan et al. 20%4Kurczynski et al. 2016 Trcka et al.
The star formation rate (SFR) taking place in galaxies an@020. Some studies in the literature rely on more than
across the Cosmos represents a fundamental constraint fone indicator/methodology to provide a multi-wavelength
galaxy formation physics and stellar evolution models. Theanalysis Davies et al. 201.9Katsianis et al. 2019 with
number density of star-forming galaxies as a function ofsome finding discrepancies between the different tech-
their SFR, i.e. the star formation rate function (SFRF),niques Davies et al. 2016 Katsianis etal. 201%aand
provides qualitative and quantitative information abdats others not fladau & Dickinson 2014Driver et al. 201%.
formation occurring in galaxies, while by definition its Nevertheless, most of the studies in the literature ac-
integration results in the cosmic star formation rate dgnsi knowledge that every single methodology has advantages
(CSFRD). but at the same time shortcomingkeé etal. 2009

To obtain the SFRs of galaxies, observational S_Katsianis etal. 2020 For example, UV light is subject

tudies typically have to rely on models which pro- to dust attgnuation effect®@nlop et al. 201.;7Bae.s etal.
vide correlations between SFR and the observed u|2020 and is usually not complete for bright high star-
traviolet (UV) (Santini etal. 2017 Blanc etal. 201§ forming galaxies. It provides information for intermediat
infrared (IR) Whitakeretal. 2014 Guo etal. 201p and low star-forming galaxies at high redshifts % 2)
Ha (Cano-Diaz et al. 20390[1l] emission Lopez et al but is not that successful at lower redshis(sianis et al.
2020 and radio luminosities Karim etal. 201] or 2017h. On the other hand, the IR luminosity originating
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from dust continuum emission is a good tester of dus{Davé etal. 2011 Tescarietal. 2014 Katsianis et al.
physics Hirashita et al. 2003Katsianis et al. 200)6with  2017a Davé etal. 2017 Cafas et al. 20)9and semi-

IR wavelengths (especially mid-IR and far-IR) beinganalytic models Kontanotetal. 2012 Gruppioni et al.
utilized to determine the total IR luminosity. Severe2015 at different redshifts.Tescari et al. (2014 and
drawbacks of IR studies though are that (a) they usually d&atsianis et al.(20173 demonstrated the importance of
not have sufficient wavelength coverageé¢ etal. 2013 feedback from supernovae (SNe) and AGNs in the evolu-
Pearson et al. 2018(b) can be compromised by Active tion of the SFRF for: ~ 1 — 7 galaxies.Gruppioni et al.
Galactic Nuclei (AGNsRoebuck et al. 20L@Brown etal. (2015 compared semi-analytic models (eMpnaco et al.
2019, (c) have to rely on SED librarieDgle & Helou 2007 Henriques et al. 20)5with IR observations. The
2002 Wuyts et al. 2008 which have been constructed comparison indicated that semi-analytic models under-
from galaxies at low redshifts and are not reliable atpredict the bright end of the SFRF at intermediate and
higher redshifts, and (d) other sources can contributbigh redshifts.Davé et al. (20179 compared Mufasa to
to the heating of dust in galaxies and this contributionobserved galaxy SFRs and sSFRs. At = 0, the
can be falsely taken as star formation, for examplesimulated SFRF is in good agreement witbthwell et al.

old stellar populations can significantly contribute to(2011) but has higher normalization by up t& x3
dust heating, complicating the relation between SFR anth comparison with the&Gunawardhana et a(2013 data

IR emission Yiaene et al. 2017Nersesian etal. 2019 from the Galaxy And Mass Assembly (GAMA) survey.
Besides UV and IR, H photons can also be applied The authors also compared the simulated specific star
to trace the intrinsic SFRs. However,aHradiation is formation rate functions (sSFRFs) with the observed
subject to severe dust attenuation effects, can usuallySFRF given bylbert et al. (2015 demonstrating a good
probe intermediate star-forming object€<asianis et al. agreement in most stellar mass bins. L&st{sianis et al.
20173 and is usually incomplete for high star-forming (2017) demonstrated that the SFRF of the EAGLE
systems. Due to the above limitations of SFRs derivedeference simulation is in good agreement with the UV and
from monochromatic luminosities, other studies employHa observations at = 0, while distributions that originate
the SED fitting techniques on numerous barldgg et al.  from IR and radio data suggest a higher number density
2019 Hunt et al. 2019 However,Katsianis et al(2015  of high star-forming systems. The authors demonstrated
andSantini et al(2017 suggested that this method suffersthat the reason for this inconsistency is the presence of
from parameter degenerations, which are serious for ththe AGN feedback in EAGLE, which is thought to be
SFR estimation. Besides the fact that SFR represents amportant in reproducing the UV andddata.

excellentand direct instantaneous census of star formatio e sj0an Digital Sky Survey Data Release 7 (SDSS
most articles, instead of focusing on the SFRF, USU"""Y:)R?;York et al. 2000Strauss et al. 200Stoughton et al.
examine the stellar mass function (SMF) which involve32002 Abazajian et al. 200ds one of the most successful
an integrated property with time. and well-studied galaxy redshift surveys for the local
Cosmological simulations are a valuable tool toUniverse. Its spectroscopic nature enables accurateifedsh
investigate galaxy formation since the story of the@nd infers stellar mass and SFR well for more than half

Universe involves high complexity originating from dif- Of millions of galaxies. Therefore, SDSS DR7 provides
ferent astrophysical processes, like the nonlinear eigsiut @ 900d opportunity to construct SFRFs, sSFRFs and
of dark matter halos, feedback, gas heating/coolingﬁgs""C SFR densities for the local Universéafig etal.
and chemical processes. Cosmological-scale simulatiorfd13- The above can be compared with previous studies
such as lllustris ogelsberger et al. 20}4Blue Tides that emp!oyed different SFR indicators and t_echm_ques
(Feng etal. 2016 Horizon-AGN (Kaviraj et al. 2017, anq provide furt-her copstramts on co;mologlcal simu-
Mufasa Davéetal. 201y Romulus Tremmel et al. !atlons and seml—anglytlc models. Besides, lllustris and
2017, llustrisTNG (Springel et al. 2018Pillepich et al. its successor llustrisTNG re-present two state-of-the-
20188 and SIMBA (avé etal. 201pimplement sub- art cosmological hydrpdynamlc models that. have been
grid models to reproduce stellar, gaseous and black ho@ucgessful fat reproducing numerous observgtlons..ltwould
components that attempt to resemble those in observélf interesting to perform a direct comparison with the
galaxies. Moreover, semi-analytic models like the DurhanPPServed SFRFs and sSFRFs from the observations, and
model Cole et al. 200 L-GALAXIES (Guo et al. 2018 point out any agreements or inconsistencies.
GALACTICUS (Benson 201¢and SHARK (agos et al. The observed SFRF, due to the uncertainties on
2018 have enabled studying galaxy formation in largerSRF estimation, inevitably suffers from the so-called
volumes. More specifically, the evolution of the SFRFEddington bias Eddington 1913 The Eddington bias
has been examined by some hydrodynamic simulationsimply describes the fact that when counting the number
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of galaxies in bins of galaxy properties (e.g., luminosity, __ 10~
stellar mass, SFR and host halo mass), errors in theT '
estimation of the properties lead to potential biases in the £ 107 4,”'
histograms (e.g., luminosity function; SME#puti et al. f
20112 llbert et al. 2013 or halo mass functiorf{ong et al. ] TT
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2019). The extent of the Eddington bias depends on , ,

. ) 10744 [ SDSS DR7 X Eddington Bias
the size of errors and the shape of the histograms. Fo _.— first correction
instance, at the exponential cutoff part, there will be | — first correction X Eddington Bias

: s . . . ® 2nd correction(final result)
S|gn|-f|cantly more galaxies scattenng from lower plns 2nd correction X Eddington Bias
to higher ones than the reverse, which severely biase
the density of luminous/massive galaxies. In the context
of SFRF, it would be expected that the density of
hlgh Star-forming galaXies is overestimated. TherEforeFig_]_ The Edd|ngton bias correction on the SFRF in
applying the observed Eddington-biased SFRF directh6DSS DR7. The bluegfeer dashed line represents
computed from the observations would prevent us fronpbserved SFRF computed from SDSS DR7 (observed

a fair comparison with the predictions from cosmologicalSFRF convolving with SFR uncertainties). The red dash-

simulations. especially at the hiah star-formina end dotted line black dot$ is/are the firstgecond correction,
» €SP y 9 9 : and the magentaofangg solid line is the first ¢econdl

The structure of the paper is as follows: In Sec®)n  correction plus Eddington bias. Based on the definition
we will present and test our methodology for correctingof Eddington bias, the second correction ought to be the
the Eddington bias on SFR function and infer the intrinsicintrinsic SFRF we are seeking. The flattening behavior

SFRFs and sSFRFs for SDSS DR7. In Sect®ynwe ©n the left side of first/second correction plus Eddington
introduce briefly the Illustris and IllustrisTNG suite of bias line is totally artificial since when plotting, we only

. . . uild the histogram with galaxies with updated SFRs. If
simulations and compare these with the SFRFs ang,ihq o)l galaxies into account, both left sides will form a

SSFRFs from SDSS DR7. We summarize and diSCUSgne on top of SDSS DR7 (see magenta and yellow solid
our conclusions in Sectiod. Throughout the work, we lines in Fig.A.1). See details in SecR.1 The error bars
adopt a spatially flatA cold dark matter cosmology ©on the observed SFRF are computed froB0 jackknife
with Q.. = 0.275 (WMAP7; Komatsu et al. 203)1to samples Xu et al. 2016 2018. The grey vertical dashed

convert the redshift to comoving distance. To facilitate fa line marks the complete boundary for the observations and
. g ' .Simulations, and on its right forms the analysis of this
comparisons on the SFRFs and sSFRFs, we convert usiggy k.

the corresponding Hubble constants adopted by the various

simulations and observations employed in this work. Weformation rates are simply calculated by combining
write log for base-10 logarithm. the SFR and stellar mass likelihoods aforementioned.
Throughout this work, we take the median values from the
SFR/sSFR posterior probability distributions as our best
values. When taking into account cases with asymmetric
RATE FUNCTION AND SPECIFIC STAR probability distributions, we estimate the uncertainéss
FORMATION RATE FUNCTION the mean 34th percentiles from the median given 16th and

The galaxy properties (e.g., magnitude and redshift?‘“h percentiles of probability distributions. In det#ilese
considered in this work are obtained from the New Yorkuncertainties are mostly from degenerations produced in

University Value-Added Galaxy Catalog (NYU-VAGC; the SED fitting and also.include different sources of errors,
Blanton etal. 2005 We adopt the SFRs, specific star such as t.he. photometric errors, the wavelength coverage
formation rates and their uncertainties provided by the?nd the limited SED template grids. Kroupa (2007
MPA-JHU group. The SFRs are computed by fitting the initial mass function is assumed in the Qerlvqtlon of the
emission lines (e.g., & HB, [O 1115007, [N 1116584, [O quantlltles. All the source data we used in this work are
13727 and [S 11]6716) with Bayesian methodology and COMPiled heré

model grids (see details iBrinchmann et al. 2004 The

stellar masses of galaxies are taken figauffmann etal. 2-1 The Eddington Bias Correction on Star

(2003, who estimated these by applying two stellar ~ Formation Rate Function and Beyond

absorption-line indices, the 4080 break strength, and
the Balmer absorption-line indexdd. The specific star
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2 AMETHOD FOR CORRECTING THE
EDDINGTON BIAS ON THE STAR FORMATION

In this subsection, we present and test our method for
correcting the Eddington bias in SFRF. We start with the

1 https://wwnpa. npa- gar chi ng. npg. de/ SDSS/ DR7/
sfrs.htm 2 http://gax.sjtu.edu.cn/data/ Goup. htm
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observed SFRF computed following the so-called 1/Vmadaxis between the observed SFRF dficst correction x
weighting method Kelten 1976 Li & White 2009) to  Eddington bias” functioras a function ofc-coordinates of
correct the Malmquist bias due to the flux-limited surveyobserved SFRF. We interpolate and apply this additional
nature. We note that Vmax is calculated frerhand Petro  “correction” to the already updated SFRs of all galaxies.
magnitude (K+E corrected te=0.1), with spectroscopy We then plot the “2nd correction” SFRF with the twice
completeness also taken into account. updated SFRs. Note that the first (second, ..., Nth)
Since the observed SFRF is a result of convolutiorforrections that were applied to the individual galaxy SFRs
between the intrinsic SFRF and the uncertainties on SFRshould always come from the difference in theaxis
in principle, we can get rid of the Eddington bias by between the observed SFRF alffidst (second, ... , Nth)
seeking a function such that, after convolving with thecorrectionx Eddington bias” functioras a function of-
provided star formation rate uncertainties, the resultangoordinates of observed SFRF. These corrections should be
function matches the observed SFRF. Motivated by thi@symptotic to 0, as the “first (second, ..., Nth) correction
idea, we develop an empirical method to remove thdddington bias function” converges to the observed SFRF.
Eddington bias by the following steps and each stepis also  (v) Step 5: We repeat step 3 but convolve the “2nd
illustrated in Figurel. correction” SFRF with the SFR uncertainty. After that,
(i) Step 1: We convolve the observed SFRF with therepeat steps 4 and 5 until the “N-th correctiofeddington
SFR uncertainties to obtain a function (dubbed “SDSSpias” function matches the observed SFRF.
DR7 x Eddington bias” in Fig.1). This new function The intrinsic SFRF can be found by iteratively
can be understood as an SFRF observed in a worlgpplying these steps until the “N-th correction
contaminated by the Eddington biagice. Here and after, Eddington bias” function matches the observed SFRF. For
by convolving SFRF (or SMF in the later section) with our SFRF case, it only takes us two iterations to arrive
SFR (stellar mass) uncertainties, in practice, we draw 1008t the Eddington-bias-free SFRF, plotted in Fig.We
SFRs (stellar masses) for each galaxy with the assumptiaiote that by no means do we declare our method as
that each galaxy follows a Gaussian distribution arounchn exact method for recovering the intrinsic SFRF due
its median SFR (stellar mass) and its uncertainty is théo many approximations and simplifications used in the
standard deviation. We then build a histogram of 100Gssumptions and detailed procedures. However, we believe
mocks and take the median value in each bin as the bithat, to the zeroth-order correction, the function infdrre
value. By doing this, we effectively inject the Eddington from this method ought to be much closer to the intrinsic
bias effect. SFRF than the observed SFRF.

(ii) Step 2: After recording the difference in the To ensure that our method recovers (or at least
axis (og SFR) between the observed SFRF and “SDS&pproaches as closely as possible) the intrinsic SFRF,
DR7 x Eddington bias” as a function af-coordinates of \ye test our method in the TNG100—1 simulation in
observed SFRF, we interpolate and apply the “correctionAppendix A. In short, our method for correcting the
to the individual galaxy SFRs to effectively remove thegddington bias in SFRF is demonstrated to work as
Eddington bias on the level of individual galaxies. With expected in the simulation, with the simplest configuration
updated SFRs for all the galaxies, we are ready to build thghough. The test gives us strong confidence in our inference
histogram of a new SFRF labeled “first correction” SFRF.gn the SDSS DR7 intrinsic SFRFE. In principle, our
We note that the galaxies with SFR 107°% Mgy~ method can be applied to any Schechter-like histogram,
by design do not need to be corrected for Eddington biasyych as luminosity function and SMF. Compared to the
while the starburst galaxies (SER10 Mg yr~') require  previous work on correcting the Eddington bias on SMF
a considerable correction. (Caputi etal. 2011 llbertetal. 2013 our method has

(i) Step 3: We then convolve the “first correction” much more flexibility since we do not assume a functional
SFRF with the SFR uncertainties again to obtain the&form for the SMF (we also apply our method to the SMF
so-called “first correctionx Eddington bias” SFRF in AppendixB). The intrinsic SFRF of the local Universe
function. For simplicity, we assume that the galaxy SFRis listed in Tablel and is also represented as black points
uncertainties stay the same regardless of their change in Figure2.

SFRs.

(iv) Step 4: If the “first correction< Eddington bias” 2.2 The Intrinsic Star Formation Rate Function
function matches the observed SFREF, it implies that the
“first correction” should be the intrinsic Eddington-bias- In Figure 2, we present a comparison between our
free SFRF. If not, as our SFRF case shows in Eigve  results from SDSS DR7 with the SFRFs given by
go back to Step 2 by recording the difference in the Katsianis et al(2017h. We demonstrate that the intrinsic
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SFRF from our analysis is overall in good agreement with . 107
the SFRF derived from the UV luminosity function of
Robotham et a2011), especially when the comparison is
made below the SFR limit of Bl yr—!. However, at the
high star-forming endYFR > 10 M, yr—1), the intrinsic
SFREF lies between the SFRFs obtained from the UV date
and the IR data fronfatel et al(2013. As mentioned in
the Introduction, UV light is subject to dust attenuation
effects. This usually makes UV studies incomplete at
the bright end since high star-forming objects with huge ™ o o
contents of dust will not be present in the survey. Besides SFR (Mo yr1)
since dust attenuation effects become more severe for higi.

star-forming objects, any applied dust corrections torinfe Fig. 2 The SFRFs of the local Universe: The green dotted
the intrinsic SFRs can be underestimatédeqrer etal. line represents the SFRFs derived from TNG100, the blue

1999 Katsianis et al. 2020 Both effects can result in solid line is from TNG300-1 and the red dash-dotted
ne is from lllustris-1. The black filled dots represent

underestimated SFRFs at the high_ star-forming end frorg‘e intrinsic SFRFs inferred from SDSS DR7 (Eddington
UV data. On the other hand, IR light can be enhancegias removed, see text for details), the empty red squares,
by other sources (e.g. old stellar populations, AGNs) angnagenta pentagons and orange triangles show observed
this augmentation can be falsely taken as additional sté8FRFs obtained via tracers as IR, radio and UV luminosity

formation, especially in massive/old galaxies. The abovéunctions, respectively. The error bars on SDSS DR7 SFRF
can result in overestimated IR SFRFs at the high sta/a"€ obtained by the 150 jackknife subsamples.

forming end. The SED derived SFRF from SDSS DR7 lies
between the distributions from UV and IR data, possibly — £ — Eddington Bis Removed (intrnsic)
demonstrating both that the UV SFRFs are (slightly) ‘8.102: # SDSS DR?

underestimated while IR SFRFs are overestimated. We = ¢
perform the comparison of the SDSS DR7 SFRFs with the D
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lllustris and lllustrisTNG simulations in Sectid2 g”’

The decline in the number density of galaxies below ; 107
SFR =101 M, yr~! displayed in Figur@ is associated g" ;
with the fact that the survey is incomplete and unable Rl
to detect numerous faint/low star-forming objects. The 5 ¢
decline in the SDSS SFRF below this limitis nota behavior 10 —5 — =T = =
driven from physical reasons since the UV constraints log sSFR [yr!]

given by Katsianis et al.(2017h probe the SFRF to up . . . .
Fig.3 The Eddington bias correction on specific star

t(.) 10 . MQ. yr—" and predlctlons_ from _cosmoI(_)glcaI formation rate in SDSS DR7. The black dots represent the
simulations like EAGLE do not manifest this behavior andobserved SSFRF while the blue line is the Eddington bias
demonstrate a Schechter form. Thus, we set our confideng@rected SSFRFE. The error bars on the observed sSFRF
limitin SDSS in terms of galaxy SFRs 5t~ M, yr~!.  are computed from 150 jackknife samples.

The limit of SDSS in terms of the stellar mass is setGt

Mg (Weigel et al. 201 10~ yr~! (llbert et al. 2015Katsianis et al. 2020 Thus,
constructing the sSSFRF enables us to study quantitatively
2.3 The Intrinsic Specific Star Formation Rate and qualitatively the distribution of the quenched and-star
Function forming objects in SDSS DR7 and simulations.

Following the steps laid out in Sectiéhl, one could

A direct measurement of the connection between galaxpave applied the methodology to the observed sSFRF.
SFRs and stellar masses involves the specific stddowever, the shape of the sSSFRF (bimodal form, depicted
formation rate Brinchmann & Ellis 200} defined as the in Fig. 3) raises the difficulty of applying our method,
SFR per unit stellar massl*, i.e., sSFR = SFR/M*.  which works only for a Schechter-like function.

The sSFR of a galaxy is a key property commonly Instead, by utilizing the by-products of SFRF
implemented in the literature to distinguish if the galaxy i Eddington bias correction procedures, i.e., the approxi-
star-forming or quenched. It is a common practice to definenated Eddington bias corrected SFRs for the individual
the passive population as galaxies with sSFR lower thagalaxy, one would immediately have the Eddington-bias-
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Table 1 The Intrinsic SFRF of SDSS DR7

log SFR Comoving galaxy number density Error
Mg yr—1] [dex—! Mpc—3] [dex—! Mpc—3]
—2.85 5.82 x 10~4 1.71 x 104
—2.55 9.48 x 10~* 2.16 x 10~
—2.25 2.66 x 10~3 4.10 x 10~4
—1.95 5.69 x 1073 6.70 x 10—+
—1.65 1.27 x 10—2 9.34 x 10~*
—1.35 1.85 x 102 9.02 x 10~
—1.05 1.98 x 1072 8.23 x 10~
—0.75 1.68 x 10—2 5.20 x 10~4
—0.45 1.18 x 102 3.11 x 10~*
—0.15 8.32 x 1073 2.07 x 10~*
0.10 5.41 x 10~3 1.21 x 10~4
0.33 2.78 x 1073 6.34 x 10~°
0.62 1.20 x 103 4.40 x 10~°
0.87 3.66 x 10~4 1.81 x 10—5
1.10 8.33 x 107° 7.82 x 1076
1.26 1.51 x 10—5 4.60 x 10—6
1.27 2.19 x 10—6 2.41 x 106
1.48 5.01 x 10~7 1.59 x 106
1.93 1.98 x 107 3.45 x 10~7
1.97 3.81 x 10~8 1.96 x 107

The first column is the SFRs, and the second (third) columressmts the corresponding comoving galaxy
number densities (errors). The error bars are obtaineibbyackknife samples.

free sSFRs for each galaxy once the stellar mass isiedium modeling, stochastic star formation, stellar
corrected for the Eddington bias as well. Luckily, the SMFevolution, gas recycling, chemical enrichment, kinetic
also follows a Schechter function shape and it allows ustellar feedback driven by SNe explosions, supermassive
to apply our method to the SMF so that we could obtairblack hole (SMBH) growth and related AGN feedback.
approximated Eddington-bias-corrected stellar masses fdhe IlllustrisTNG {Meinberger et al. 201 Pillepich et al.
2018h project is the successor of the lllustris simulations
We correct the Eddington bias in the SMF inand includes an updated galaxy formation model that
Appendix B (see Fig.B.1). Note that our method is employs new physics and numerical improvements to
robust in terms of recovering the intrinsic SFRF/SMF, asaddress some shortcomings of the original Illustris-1
demonstrated in Sectidhl However, it is not necessarily model @illepich etal. 2018p Some key and notable
exact in extracting the correction down to the level ofimprovements relevant to our work are:
individual galaxies. As an approximation, we support that
it is a valid approach to do Eddington bias corrections for

each galaxy

the case of sSFRF.

The inferred Eddington-bias free sSFRF is shown
in Figure 3, which is almost identical to that without
Eddington bias correction, except at the very active
star-forming regimesSFR ~ 108 yr~!). The similarity

between the two sSFRs is probably due to the cancelation

of the Eddington bias in both SFRF and SMF. We limit
our analysis to galaxies withFR > 10~ My yr~! and

stellar masd/, > 10° M, for completeness.

3 COMPARISON WITH COSMOLOGICAL
SIMULATIONS

3.1 The lllustrisTNG Simulations

lllustris-1 (Mogelsberger et al. 20)4consists of a cos-
mological simulation run with the moving-mesh code
AREPO Gpringel 201). It includes sophisticated sub-grid
physics that involve gas cooling, sub-resolution intdiate

An updated kinetic AGN feedback model for objects
with low accretion rates in the form of a kinetic, su-
permassive driven windNfeinberger et al. 2037The
above implementation enhances feedback, especially
for objects with10'?2 — 10'* M, halo masses, and
decreases the simulated stellar masses for the TNG100
model bringing observed and simulated SMFs into
better agreemen®{llepich et al. 2018p In contrast,
lllustris reproduced an SMF with higher values:at

An improved parameterization of galactic winds
(Pillepich et al. 2018p Differently from lllustris,
winds are injected isotropically, with larger wind
Velocity and Energy Factors. The new feedback
implementation solved the mild decline in the CSFRD
of the original Illustris model at < 1 and played a
major role in shaping the SMF of low mass objects
with M, < 101 M.

— The updated TNG model produces the observed color

bimodality.Nelson et al(2018 demonstrated that the
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simulated (g — ) colors of TNG galaxies at low  ~ PRRPETY S——

redshift are in good agreement with a quantitative ' -} TNG100-1

comparison to observational data from SDSS at S 107 e ..‘.:‘.}4':“,;
0.1. The authors obtained the locations in the color of H'>< . A

both the red and blue populations at théor — M, 3%

plane, the relative strength between the red and blue & Lot

distributions considering histograms(gf— ) colors, L‘;’J,

the location of the color minimum between the two & .

populations, and the location of the maximal point g

of the bimodality. The authors suggested that this is © 10-

T T T T =
-13 -12 -11 =10 -9 -8

the result of the updated feedback prescriptions in the log sSFR (yr-1)

improved next-generation model.

Fig.4 The specific star formation rate of simulations

. . nd observation: the green dashed line represents the
The TNG300-1 and TNG100-2 simulations are performe@SFRF derived from TNG100-1, the blue solid line from

at a factor of lower in mass ana at spatial resolution  TNG300-1 and the red dash-dotted line from Ilustris-1.
when compared to the TNG100 run. Otherwise all threeThe black filled dots are intrinsic SSFRF inferred from
configurations adopt an identical model with the sameéSDSS DR?7, with correction for the Eddington bias (see
parameters for their Sub_grid models regarc“ess of boxsubse(?tiorﬁ.?)_for detailS), and the error bars are obtained
size and resolution. TNG100 has a similar resolution a?y the jackknife method.

the original Illustris simulation so we can perform a direct

comparison between them. More details on the simulationgsually employed in the literature, and perform further

are summarized in Tab resolution and box-size tests.
3.2 lllustrisTNG Star Formation Rate Function and 3.3 The lllustrisTNG Specific Star Formation Rate
Cosmic Star Formation Rate Density Function

In Figure 2 we demonstrate that the lllustris SFRF The fact that TNG-100 can reproduce consistent SFRFs
has a higher normalization with respect to our spssand SMFs with SDSS does not necessarily mean that this
observations at all SFR regimes, while the TNG100-1s achieved with simulated galaxies that each uniquely
simulation performs much better, especially for 0bject§U|fi||S the observed relation between SFR and stellar
with low SFRs. The reason for this is that the updatednass. We investigate how the simulated sSFRF from
TNG model includes a range of improvements (e.g. on théhe lllustris and IllustrisTNG simulations compares with
AGN feedback and galactic winds schemes) to decreaseDSS in Figure4. We impose the same limits on the
the simulated stellar masses and CSFRDzat< 1.  simulations $§FR > 10> Mg yr~' and stellar mass
We demonstrate that the TNG100-1 SFRF has goodll. > 10° Mg). We see that both the observed and sim-
agreement with the SDSS observations for objects wittlated distributions have a peak €#FR ~ 10777 yr~'.

SFR = 0.01 — 5 M yr~!. However, the TNG model does These galaxies would be classified as star-forming objects
not reproduce our SDSS observations at the high stagnd itis encouraging that TNG can qualitatively reproduce
forming end and typ|ca||y lies between the UV and this behavior. We note that this is found by the model
IR constraints given irkatsianis et al(20178. In other  regardless of resolution (more details can be found in the
words, TNG300-1 reproduces the observed SDSS SFRiPpendixC)

at theSFR > 5Mg yr~! regime. It would be intriguing The intrinsic sSSFRF of SDSS DR7 displayed in
to suggest that this agreement happens since the TNG30Bigure 4 demonstrates a clear bimodality. To be more
1 simulation has a larger box-size and thus can sample specific, a second peak is detected$R ~ 10712 yr—!
larger number of objects, employ better statistics and iseflecting the presence of the quenched population of
more trustworthy at the high star-forming end, making thegalaxies, which at redshift ~ 0 is expected to be
effects of finite box-size less severe. However, this goodbundant. We note that this population does not appear in
agreement between TNG300-1 and SDSS at the high stditustrisTNG which does not exhibit the same qualitative
forming end is a matter of coincidence and an effect obehavior as a double peak. Quantitatively, the TNG run
low resolution (more details can be found in Appen@)x  has almost an order of magnitude lower number density
In AppendixD, we also calculate the CSFRD in the local of objects withsSFR ~ 10712 yr~! compared with the
Universe, since it is a cosmic metric for star formationSDSS constraints. The reason for this tension possibly
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Table 2 Primary Parameters of the Simulations Analyzed in This Btud

Simulation Name ~ Volume (M)  Npv  mpMm(105Mg)  mgas(10°Me)  Ngalaxy (z = 0)
@ &) 3 4 ®) (6)

lustris-1 106.53 18202 6.3 1.3 4366 546
TNG100-1 110.73 18203 7.5 1.4 4371211
TNG100-2 110.73 9103 60 11 698 336
TNG100-3 110.73 4553 480 89 118 820
TNG300-1 302.63 2500% 59 11 14485 709

Column (1): run name; Col. (2): box volume of the simulati@al. (3): number of dark matter particles; Col. (4): mass of
the dark matter particles; Col. (5): initial mass of the gadiples; Col. (6): number of galaxies at= 0.

Table 3 Specific Star Formation Rate of SDSS

log SSFR Comoving galaxy humber density Jackknife error
[yr—1] [dex—! Mpc—3] [dex—1 Mpc—3]
—12.9 4.32 x 1077 1.90 x 10~7
—12.7 9.68 x 10~7 2.42 x 10~7
—12.5 6.20 x 10~6 6.41 x 10~7
—12.3 8.11 x 10—5 4.99 x 10—6
—12.1 7.92 x 10~* 2.24 x 1075
—11.9 2.47 x 1073 6.50 x 10~°
—11.7 3.04 x 1073 8.00 x 10~5
—11.5 2.71 x 1072 7.17 x 1075
—11.3 2.59 x 10~3 8.02 x 10~°
—11.1 2.71 x 1073 9.58 x 10~°
—10.9 3.04 x 10~2 1.22 x 10~4
—10.7 3.79 x 103 1.55 x 10~4
—10.5 5.23 x 1073 1.72 x 104
—10.3 7.31 x 1072 1.97 x 104
—10.1 1.01 x 102 2.58 x 10~
-9.9 1.18 x 10~2 3.09 x 10~
-9.7 8.76 x 103 2.58 x 10~4
—-9.5 4.30 x 103 1.32 x 104
-9.3 1.14 x 1073 4.34 x 107°
—9.1 2.94 x 10~* 3.60 x 10~°
-89 8.15 x 10~° 8.58 x 10~6
—8.7 2.72 x 1075 1.27 x 10~°
-85 4.68 x 106 1.60 x 106
-8.3 2.20 x 10~ 8.32 x 10~7
—8.1 8.01 x 10~8 1.11 x 10~6

The first column is the median value of the interval, the sdamiumn is corresponding
number of galaxies and the last column is the error caladilaggjackknife method.

reflects the need for inclusion of a different or more  correct the Eddington bias on the SFRF and sSFRF
effective quenching mechanism. We note that there are no by subtracting the SFR of each galaxy utilizing the
significant deviations in the sSFRFs of the TNG model average shift in the SFRF induced by the Eddington

from the original lllustris simulation. bias iteratively (Fig.1). We test our method on a
simulated Eddington biased SFRF from TNG100-1
4 CONCLUSIONS and the inferred “intrinsic’ SFRF matches well

with the true SFRF (FigA.1). The test reflects the
robustness of our method and, in principle, it could be
generalized to any Schechter-like function. We apply
the above method to the SDSS SFRF and compare
our results with predictions from cosmological
simulations and other SFR indicators.

In this work, we present the first Eddington-bias-free
SFRF, CSFRD and sSFRF in the SDSS DR7. We
compare the above observational constraints with the
reference simulations of lllustris and IllustrisTNG. We
include resolution tests and discuss the accomplishments
and shortcomings of the models. In the following, we
summarize the main results and conclusions of our

- The SFRF constructed from the SED derived SFRs
analysis:

of the SDSS survey is in excellent agreement with
— Without resorting to assuming a functional form for the SFRFs obtained from UV luminosities for objects
the intrinsic (Eddington bias corrected) SFRF, we  at the SFR ~ 0.01 —5Mg yr~' regime presented
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in Katsianis et al.(2017). However, the high star- sSFR ~ 10~*2yr~! with respect to observations.

forming end BFR > 10 My yr—!) lies between the This tension may reflect the need for inclusion of an

determinations of the UV and IR/radio tracers. For  additional or more efficient quenching mechanism

high SFRs, a tension between UV and IR indicators  (subsection3.3). We note that the normalization of

is established in the literature owning to either  the simulated sSSFRF increases with resolution but its

underestimations of UV SFRs or overestimations of  shape remains the same.

the IR SFRs. The SDSS SED SFRF of this work

is in good agreement with other SFR indicators,

especially UV which is able to probe low star forming Acknowledgements The authors thank the anonymous

objects, up taSFR = 101> M yr~!. Thus we set referee for helpful comments that significantly improved

our confidence limit for SFRs to this value. the presentation of this paper. HX thanks the useful
discussion with Jiajun Zhang and Zhaozhou Li. This

The simulated reference model of the lllustrisTNGwork is supported by the National Natural Science

labeled as TNG100-1 produces an SFRF that igoundation of China (Nos. 11833005, 11890692 and

consistent with the constraints of the SDSS data fol1621303), 111 project (No. B20019) and Shanghai

objects in the SFR ~ 0.01 —5Mgyr—! regime, Natural Science Foundation (No. 15ZR1446700). We

while it performs much better than the original gratefully acknowledge the support of the Key Laboratory

lllustris model. This reflects the improvements takenfor Particle Physics, Astrophysics and Cosmology,

into account in the updated TNG model, including Ministry of Education and the Tsung-Dao Lee Institute.

the feedback prescriptions. However, the simulation

does not perform equally well for higher star-forming Appendix A: A TEST OF THE EDDINGTON BIAS

objects BFR > 10Mgyr—!) with observations CORRECTION METHOD USING

having lower number densities. The configuration TNG100

with 8 times lower resolution and-20 times larger
volume (labeled as TNG300-1) demonstrates a bettef©® €nsure that our method recovers (or at least approaches

agreement at the high star-forming end, despite th@S Closely as possible) the intrinsic SFRF, we test our
fact that it is not as successful for low star-formingmethod in the TNG100-1 simulation in Appendf.
objects. However, the reason for this agreement id he first step is to start with an Eddington-biased SFRF,
coincidental and has its roots in resolution ef“fects,V‘{hiCh i-s the counterpart to the observed.SFRF i-n the
rather than the better statistics produced in the |arge$|mulat|on. However, due to the lack of Eddington bias in
box-size (AppendixC). This resolution driven effect simulation, we have to manually assign some uncertainties

brings observed and simulated high star-forming endd? SFR for all the simulated galaxies to mimic the

in SFR should be dependent on SFR, but for simplicity,

We demonstrate that the intrinsic SSFRF from SDS$Ve assume a universal 0.4 dex uncertainty in their
has two peaks and demonstrates a clear bimodalitpFRs (the arithmetic mean of error for all the SDSS
for objects withSFR > 10~1* My yr—! and stellar DR7 galaxies provided in the MPA-JHU catalog) for
mass M, > 10°My. The one peak appears at all galaxies. We note that assigning an SFR-dependent
$SFR ~ 10~%7yr~—!. These galaxies would be €rror in SFR would not change the main conclusion in
classified as star-forming objects. A second peaghis test. Given the simulated Eddington-biased SFRF
is detected atsSFR ~ 10~2yr—! reflecting the and the assumed universal SFR uncertainties, we obtain
presence of the quenched population of galaxiest,he “intrinsic SFRF” by following the steps outlined in
which at redshift: ~ 0 is expected to be abundant Section2.1, which turns out to be an excellent match with
(subsectior.3). the true SFRF directly from the simulation, as shown in
FigureA.1.

We note that the bimodal sSFRF implied by SDSS

observations does not appear in TNG100-1 oAppendix B: THE EDDINGTON BIAS
TNG300-1. The simulations do not exhibit the same CORRECTED STELLAR MASS
qualitative behavior and demonstrate only one peak FUNCTION

for high star-forming objects aBFR ~ 1026y _ _ _ . .
The TNG run has almost 1 order of magmtudeFollowmgthesteps laid out in Secti@nl, we start with the

lower number density of passive objects with stellar mass provided by the JHU-MPA group. It only takes
one iteration to obtain the intrinsic SMF (see Figjl).
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; ; ; ; Fig.B.1 The Eddington bias correction on the SMF for
Fig.A.1 A test of our Eddington bias correction method
on the SFRF using TNG100-1. The black dots represe:ﬁDSS DR7. The black dots represent the observed SFRF

L irectly from SDSS DR7. The green (blue) solid line

intrinsic values from TNG100-1. The blue (green) dashe irect ' . .

line signifies intrinsic values plus (twice) Eddington biass'.gn'f'es the SDSS DRY (first correction) plus Eddington
ef)las. The blue dots correspond to the first correction and

while the red (blue) dash-dotted line is the first (second), “>: .~ . X ; .
correction. Also, the magenta (orange) solid line is th he intrinsic SMF we are seeking. The flattening behavior

. ; : . the left side of blue solid line is totally artificial becsau
first (second) correction plus Eddington bias. Based off" T X
our criteria in Step 5 of Sectio®.1, the second correction we only build histograms with updated galaxy SFRs, the

should be the “intrinsic SFRF” and it matches that fromSaMe @S in Figuré. See more details in Secti¢hl and

the simulation well. The error bars displayed on the SFRFéppend'XB'

are computed front4 jackknife samples. To mimic the

observation, the Eddington biased SFRF is computed from .

only onemock, which induces some wiggles in the curves. ~ We note that all TNG runs, regardless of resolution

The twice Eddington biased and corrections convolvedr box-size, utilize the default model parameter values

with Eddi.ng_ton bias SFRF is estimated from 1000 mocksgiven in Pillepich et al. (20185 and no adjustments

See details in Sec2.1 to resolution were doneSchaye et al(2015 discussed
the importance of re-scaling the parameters (especially

We note that a universal stellar mass error0.15 dex  feedback) of higher resolution simulations to produce

(Li & White 2009, Yang etal. 201p, is assumed during properties and statistics of galaxies that converge with th

the procedures. lower resolution runs. The above convergence test (the
agreement between the high resolution simulation with the
Appendix C: RESOLUTION TEST AND BOX-SIZE one that adopts lower resolution and re-scaled parameters
TEST for sub-grid physics) was labeled by the authors as the

“weak convergence” test, which EAGLE SFRFs satisfy
In the left panel of FigureC.1, the comparison between (Katsianis et al. 20179b The “strong convergence” test is
TNG100-1 and TNG100-2 demonstrates that the simuwsnly fulfiled when convergence between low and high
lated SFRF is highly dependent on resolution, even atesolution simulations is satisfied without any re-scaling
the high star-forming end, and the TNG100-2 run ha®f the parameters and consists of the ultimate test for
better agreement with the SDSS observations for objecthe independence of the adopted cosmological model on
with SFR > 5 Mg yr~ 1. In the right panel of Figur€.1  the resolution. We demonstrate that the “strong resolution
we demonstrate that the TNG300-1 and TNG100-zonvergence” is not satisfied for the lllustris TNG SFRFs
simulations reproduce identical results (both have thand the higher resolution TNG100-1 run does not converge
same resolution which is 8 times lower in mass tharwith the TNG100-2 and TNG300-1 runs, having a
TNG100-1). The perfect agreement between TNG300-larger normalization by 2 times at all SFRs regimes.
and TNG100-2 possibly reflects that the box-size of 10@illepich et al.(201834 demonstrated that TNG100-1 and
Mpc is enough for studies of the CSFRD and SFRF in theFNG300-1 SMFs would come into agreement by re-
TNG model. The complement of TNG100-1 simulationscaling the lower resolution simulation by a factor of
seems not affected significantly in terms of galaxy SFRs olL..4. The authors emphasized that, while the incomplete
low numbers of galaxies at the high star-forming end by theesolution convergence of the SMFs of TNG300-1 with
smaller box-size. However, the TNG100-1 and TNG100-the TNG100-1 is without a doubt a limitation of the
2 simulations do not converge at any SFR regime, pointingnodel, the needed re-scaling factor of 1.4 is relatively
to limitations in the model related to resolution. small and comparable with the current discrepancies across
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(a) resolution test (b) box-size test
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Fig.C.1 The SFRF between TNG simulations with different resolwtiamd box-sizes. (d)eft panel This is a test
that shows how the model varies with resolution as these tiraulations have the same box-size but different particle
masses. The green dotted line represents TNG100-1, thentaatgsh-dotted line signifies TNG100-2, the indigo solid
line corresponds to TNG100-3 and the black dots mark SDSS DRRRight panel This is a test which demonstrates
how the model varies with box-size as these two simulati@ve lthe same resolution but different volumes. The blue
solid line represents TNG300-1, and the error bars in pl@®htained by the jackknife method.

(a) resolution test (b) box-size test
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Fig.C.2 Comparison of the CSFRDs from different simulations. Samio Fig. C.1, the left panelandright panel
represent the resolution test and box-size test, respgctivhe green dotted line signifies TNG100-1, the magergh-da
dotted line corresponds to TNG100-2, the indigo solid lirearms TNG100-3, the blue solid line represents TNG300-1,
the black dot signifies the intrinsic value of SDSS DR7 andenégdots mark observation data fr@river et al.(2018.

The error bars in the plots are obtained by the jackknife ogkth

different observational measurements. In Fig@rd(a) TNG300-1 CSFRDs, confirming that the problem of
we present the evolution of the TNG100-1 cosmic SFResolution effects goes beyond the~ 0 SFRF. We
density alongside the observationsfiver et al. (201§  note that Pillepich et al. (20188 performed resolution
and SDSS DRY7 discussed in SectidnWe show that tests between simulations that adopted a 25 Mpc box
TNG100-1 is doing well against observationgat 1.4.  and affirmed as well that higher resolutions resulted in
We note that the TNG model was tuned to do so, to surpadsgher CSFRDs in the TNG model. We also note that
its successor, the original lllustris model that failed tosimilar problems would be found in most cosmological
reproduce the CSFRD at low redshifts. Besides the sevesgmulations including EAGLE and are not only specific
improvements, TNG100-1 implies higher values tharfor TNG. Three serious concerns arise for cosmological
observations at > 1.4 and the TNG300-1 run performs simulations besides their great improvements in the last 10
better at earlier epochs with respect to the observations gff from our analysis:

Driver et al. (2018. We demonstrate that the agreement ) ) )

of TNG300-1 with high redshift observations is driven — 1) Current state-of-the-art cosmologlcal simulations
by resolution effects (FigC.1(b)) and that the strong can reproduce a range of observations (e.g. SFRF)

convergence test is not fulfilled for the TNG100-1 and ~ Mostly because there is a proper tuning of the
parameters of their model at thedopted resolutionf
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(a) resolution test (b) box-size test
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Fig.C.3 (a) This is a resolution test: The green dotted line reptssENG100-1, the magenta dash-dotted line signifies
TNG100-2, the indigo solid line corresponds to TNG100-3tardlack dots from SDSS DR7 are attached for reference.
(b) This is a box-size test. The blue solid line represent&300-1. The error bars in plots are obtained by the jackknife
method.

the same model is run in lower resolution (regardless & 10
if it offers better statistics due to a larger box-size) g
it produces galaxies with different properties (e.qg.
lower SFRs). This brings the question: Is the model
successful at the reference simulation (e.g. TNG100-
1) for physical reasons? Or is it successful only
for the adopted resolution and due to the tuning of
parameters?
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— 2) Good statistics of rare high star-forming galaxies [ '
are possible to be achieved in large box simulations 0 !
(e.g. 205 Mpc). However, the large volume cannot
alone validate a simulation to be applied as arjg.p.1 CSFRD: the green dotted line represents
predictive tool if we need to re-scale the propertieSTNG100-1, blue solid line TNG300-1, magenta dots are
and statistics of its galaxies due to limited resolutionthe observations dDriver et al. (2018 and the black dot
by the same level as the tension between observationt the intrinsic CSFRD of SDSS DR?7. The error bars are
studies. For example, the re-scaling needed betwee?Ptamed by the jackknife method.

TNG300-1 and TNG100-1 SFRFs to bring them
into an agreement at the high star-forming end is
almost equal to the discrepancy between different
SFR indicatorsKatsianis et al. 20179bso TNG300-1
cannot be relied on as a predictive simulation at thdn Figure C.3, we demonstrate that the peak of sSSFRF
high star-forming end to distinguish between differentchanges among different resolutions, since the TNG100-
observational studies and be a guide for future surveyd. run has higher normalization by 2 times with respect the

TNG100-2 configuration (left panel of Fig..3).

— 3) Future simulations that will achieve higher
resolutions and adopt current state-of-the-art modeléppendix D: THE INTRINSIC LOCAL CSFRD
(e.g. TNG or EAGLE) will without doubt need
to re-scale their current parameters for sub-gri
physics and feedback to reproduce some observabl
However, with proper re-scaling any of the above
models at the adopted reference resolution will be able ﬂ — 6 ( SFR )a estR/SFR*L
to reproduce critical constraints like the SMF and the  gSFR ~ "* \ SFR* SFR*

evolution of the CSFRD. Which are the observables

that can determine the success of a model? Shoul\gherea is the power-law slope of the_ low star-forming
end andSFR* marks the characteristic SFR when the

2 3 a 5
Redshift z

any comparisons be mostly qualitative instead of
guantitative?

dT0 obtain the CSFRD of the local Universe Sahechter
egQ?@ function is adopted to fit the inferred intrinsic SFRF
displayed in Fig2

(D.1)
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function shape transits from power-law to exponentialDuncan, K., Conselice, C. J., Mortlock, A., et al. 2014, MNRA

cutoff. The ¢, is the function amplitude afFR*. We

444, 2960

only fit the inferred intrinsic SFRF where we consider it Dunlop, J. S., McLure, R. J., Biggs, A. D., et al. 2017, MNRAS,

to be complete, i.e., SFRs 1071 M, yr~!. The best-fit
parameters we obtained apg = 2.61 x 1073 £ 9.49 x
1075 Mpc~3, SFR* =2.89 £0.07 Mpyr~! anda =
—1.34 £+ 0.0115. The intrinsic local CSFRD is therefore
9.74 x 1073 £ 4.51 x 10~* Mg yr~! Mpc~3, as plotted
in Fig. D.1 and Fig.C.2 We report the above in order to
facilitate parameter studies of the SFRn(it et al. 2012
Tacchella et al. 20)3and CSFRD Kadau & Dickinson
2014 Davies et al. 2016
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