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Abstract An optical survey is the main technique for detecting spad®id. Due to the specific character-
istics of observation, the pointing errors and trackingesiof the telescope as well as image degradation
may be significant, which make it difficult for astrometridibeation. Here we present an improved method
that corrects the pointing and tracking errors, and measheimage position precisely. The pipeline is
tested on a number of CCD images obtained from a 1-m telesmpénistered by Xinjiang Astronomical
Observatory while observing a GPS satellite. The resultsvshat the position measurement error of the
background stars is around 0.1 pixel, while the time cosafsingle frame is about 7.5 s; hence the relia-
bility and accuracy of our method are demonstrated. In addibur method shows a versatile and feasible
way to perform space debris observation utilizing non-datid telescopes, which means more sensors
could be involved and the ability to perform surveys couldrbproved.
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1 INTRODUCTION However, for space debris, which is one kind of fast-
moving near Earth object, information about position is the
Space debris is defined as artificial non-functional objectsnain focus of research, rather than photometric data, al-
orbiting around the Earth (Schildknecht 2007). It has beeithough recently a few dedicated works investigating pho-
recognized as a serious danger for operational spacecraftmetry of debris have been carried out (Schildknecht et al.
and manned spaceflight, and the growing population is be2008). The observations and data reduction for space de-
coming an increasing threat for future space operationdyris have some special characteristics, and the process of
as well as posing some unique challenges in orbital eneptimized reduction includes two challenges. First, due to
vironments (Schildknecht et al. 2004; Musci et al. 2004)the relative movement between objects and background
Detecting and observing space debris, which refer to susstars, the images may be elongated as streaks regardless
veying space debris and obtaining their precise positionsf the observing strategy adopted. In this case, the ex-
utilizing ground-based or space-based equipment, inclugdosure time of a single CCD frame is limited to prevent
ing optical, radar and laser ranging sensors, can mitigatdie images from showing large trails, which leads to high
the risk of collision and improve safety in space missionsnoise levels and relatively low Signal to Noise Ratio (SNR
(Flohrer et al. 2008). of the sources (Sun et al. 2013). Moreover, the influence
A ground-based optical survey is one of the most ef Of atmo.spheric turbulen.ce becomes increasingly evident
fective methods for observing space debris (Hebert et afPopowicz et al. 2013; Jia et al. 2014). Hence, the extrac-
2001). The data reduction technique is similar to the on&iOn Of precise information about the source is challeng-
adopted in ground-based CCD astrometry with wide field"d (Kouprianov 2008), and a reduction technique should
imagers, and can also be implemented for observing ne&€ improved to adequately overcome these issues. Second,
Earth objects, e.g. comets, asteroids and minor planets, §8nsidering that the angular velocity of space debris with
well as other transient sources in astronomy (YanagisawsgSPect to the observer is generally high, especially for
etal. 2005). In detail, first information about all the ssc OPIeCts in low Earth orbit, during exposure the telescope
is extracted from a raw CCD image (Sun & Zhao 2013)’sh0uld move with the_sa}me velocity to traqk the object;
with a high precision image centering algorithm (Stoneh€nce effects of the pointing errors and tracking errors may
1989), then the background stars are cross-matched wift¢ Significant, which makes it difficult to perform stellar
the ones in a catalog, and the appropriate plate model cof0SS-maich and affects the precision of the plate model
stants are obtained with them: finally the equatorial coor{Sun et al. 2015). In addition, because the field of view
dinates of the objects are derived with these constants, Or & telescope used to observe space debris is generally
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wide, the geometric distortion of the CCD plane cannotAt the beginning of our pipeline, the top-hat operator is
be ignored. Furthermore, due to the high frame rate in obadopted, which can be considered as a 2-dimensional con-
servations, space debris surveys produce large CCD involution in a spatial domain, and a non-linear high-pass fil-
age databases; generally the sizes are beyond the scopdeafas well (Laas-Bourez et al. 2012). The top-hat transfor-
manual investigation, therefore, the data reduction shoulmation of a grey level imagé¢(x) by structuring element
be performed automatically, with no manual operationsSE is defined as
or other a priori information provided, and the time con- SE SE
sumption should also be optimized to handle data in real- TH™(f(w)) = f(x) — O°(f(2)), @
time and discover new objects in an efficient manner. Allwhere the opening operatdO(f(x))) of a grey level
these factors should be considered to improve the teclimage f(x) by SE is defined as follows, which includes
nique adopted during the data reduction process. the dilation operatofD(f(z))) and the erosion operator

In our paper, an improved astrometric calibration tech{ E(f(z)))
nigque is presented to approach the challenges described
algove an%l advance thepgata reduction proc?ess for space O%E(f(2)) = DB (f(2)), @)
debris. In our pipeline, mathematical morphology trans- { DSE(f(z)) = max{f(z +y) : y € SE} @)
formation is adopted in image processing and, with an ESE(f(2)) = min{f(z +y) : y € SE}.
innovative stellar matching algorithm, the pointing and
tracking errors are corrected and the background stars afidie dilation operator assigns the maximum value of pixel-
matched precisely; finally the position measurements o¥alues in the structural element to the investigated pixel,
the images are performed with a neighborhood-centeringhile the erosion operator assigns the minimum one. The
algorithm. Our method is tested on the CCD images obepening operator first performs the erosion transforma-
tained from a 1-m telescope administered by Xinjiangtion on the image, then applies the dilation transformation
Astronomical Observatory, rather than ones dedicated fdBased on the opening operator, the top-hat transformation
observing space debris, and the efficiency and feasibilfirst applies the opening operation and then subtracts the
ity of our technique are demonstrated in the applicationpperated image from the original one.
The basic theories of the image processing algorithm as The top-hat operator enhances or suppresses informa-
well as the whole pipeline are introduced in Section 2tion with various applications in the image, according to
and their applications on the 1-m telescope are presentdble geometric structure elements given as the empirical
in Section 3. The results and discussions are shown iprior information. After transformation, signals havirifrd

Section 4, and Section 5 gives the conclusion. ferent geometry with the structural elements can be pre-
served, and other information in the image is eliminated.
2 IMAGE PROCESSING ALGORITHM With an appropriate structure element, the top-hat transfo

mation reduces the background variations of the raw CCD
To solve the problems listed above and optimize the astramages, and leads to a smoother image, which is more fea-
metric calibration process for space debris, we made sesible to apply a global threshold and image segmentation.
eral improvements in the pipeline. For example, a mathel our pipeline, the mathematical morphology transforma-
matical morphology transformation is made to reduce théion is adopted to prepare the image for the preliminary
image degradation, the positions of background stars amsource extraction. We should notice that the scope of our
iteratively matched and the precise positions of stars ar@ork is not only the image processing technique itself, but
obtained using a neighborhood-centering algorithm aroundiso the application in combination with other advanced
the theoretical position. The package is implemented inechniques on data reduction, hence the detailed character
the language C++, based upon a set of C/Fortran librariesstics of the mathematical morphology transformation are
The main reduction process includes the following fourbeyond our discussion.
steps: mathematical morphology transformation, prelim-
inary source extraction, stellar cross-match and precisg 2 Preliminary Source Extraction
source extraction, which are introduced in detail as fol-

lows. After image convolution, the sources in images are ex-
tracted preliminarily, which means the sources extracted
2.1 Mathematical Morphology Transformation here are not used for precise astrometry, but for correcting

the pointing errors and tracking errors as well as the dis-
In several recent studies it has been demonstrated that thartions in the cross-match process. It should be noted that
mathematical morphology transformation is especially efwe may obtain precise source information directly using
fective in reducing image degradation in observations obther techniques, e.g. SExtractor (Bertin & Arnouts 1996)
space debris, e.g. eliminating the smear noises caused by DAOPHOT (Stetson 1987), however, these methods are
the absence of a mechanical shutter (Sun et al. 2012a), sepefficient and less effective from some point of view. First
arating the blended images of the object and backgroundue to the specific characteristics of images, lots of spuri-
stars (Sun et al. 2012b), and convolving images to improveus detections may be obtained if no dedicated optimiza-
the quality and astrometric accuracy (Sun et al. 2014}tions are made, which make it difficult for the following
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data reduction process, and if additional algorithms are in(1)
troduced to clean these detections, extra run time is needed
Second, for space debris observations, not all sources in
the image are needed to derive the precise plate model; in
most cases the number of background stars may reach sev-
eral thousand due to the large field of view, however only
part of them are used, e.g. the ones brighter than 12 mag,
the number of which is generally around several hundred (2)
Considering that in this step we do not need highly
precise position measurements, just approximate ones are
sufficient, a global threshold and segmentation are per-
formed with a relatively high threshold level, which is de-
fined as several times the level of fluctuations above the
background level. Then a two path union-finding algorithm
is adopted to detect the connected pixel groups, and the
ones with more than a specific number of pixels are iden-
tified as individual objects. Finally, the pixel groups oéth
bright objects in the image are obtained, and the ones that
represent discrete noise are discarded; a simple barycente
method is adopted to estimate the image positiansy,)
in pixel coordinates.

2.3 Stellar Cross-match

As described above, this step is the key to the whole
pipeline. It is important to match the background stars pre-
cisely when geometric distortions and telescope pointing
errors may be present. Considering that photometric in-
formation about the images is not accurate due to image
degradation, only positional information is utilized ireth
cross-match process. At first we search all the stars in the
catalog around the pointing coordinates of the telescope
(of course they are approximate), with a three times larger
field of view, and a transformation is made to obtain the
star position(¢, ¢) on the tangent plane from the equato-
rial plane(«, ¢),

£ =
(=

where (ag, do) is the equatorial position of the telescope
pointing. It should be noted that this typical gnomonic pro-
jection is valid for most telescopes, but for Schmidt tele-
scopes, the projection equation is different. Truncatieg t
high-order items, the projection can be expressed as

= - Leer 1 o)
{o: ¢ 1aer v ) ®)

where(¢7, (1) are the results for Schmidt telescop@&s()
are obtained from Equation (4) directly, af@, ¢/) can be
calculated iteratively.

Then with the pixel scale, the pixel positiofs., y.)
of background stars are obtained, and all the stars are
sorted according to their distances to the center of the im-
age. Taking the set of star positions from the catalog as
C, and the set of extracted positions@sthe cross-match
process is performed iteratively.

cos 0 sin(a—ay)
sin ¢ sin dg+cos d cos dy cos(a—ayg 4)
sin ¢ cos dg—cos d sin dg cos(a—ayg) 3
sin ¢ sin dp+cos § cos dg cos(a—ay)

We pick the first two stars df', which are the nearest
to the center of the image, and obtain the pixel range
between them ag;, then all the sources extracted in
O are checked to find pairs of sources with distances
close tod;. These pairs are taken as candidates. If no
pairs are found, the next star @ will be picked to
repeat the process until the candidate pairs are found.
The next star inC' is selected and the distances be-
tween the first two stars and it are obtained/gsand

d12, then all the sources i@ are checked again to find
the one with approximate distancés andd;», which
means the three sources form the same triangle as the
ones from the catalog. If there is more than one trian-
gle, the next star fron®” will be adopted to find four
extracted sources configuring a quadrilateral. An ini-
tial set of transformation coefficients is derived

To = a1 + a2x. + asyec,

Yo = b1 + bax + b3yc, ©

where(aq, as, as, b1, be, bg) are the coefficients which
reduce the linear deviations caused by the pointing
and tracking errors. It should be noticed that although
the plate constants can be obtained with the few stars
matched above, the number of stars is not adequate
for obtaining a precise least squares solution, and the
distribution of locations for these stars in the field of
view is nonuniform, hence the accuracy of the plate
model is affected. In addition, due to the high-order
deviations mainly caused by the geometric distortion,
the deviation between the theoretical position and the
measured one for stars at the edge of the image is sig-
nificant, which leads to mismatching. We correct the
theoretical positions of the stars with the coefficients
above, which reduces the linear deviations

Tel = Q1 + G2%c + A3Yc,

Ye1 = b1+ baze + b3ye, )

where(z.1, y.1) is the initially corrected position.

For all the stars inC', an improved neighborhood
matching is performed. First a rectangular domain
with a fixed size ofB; x Bj pixels is set as the range
gate by taking(z.1,y.1) as the center; if only one
extracted star with positiofx,, y,) is located in the
range gate, the two positions are matched. Considering
the stars at the edge of an image, the deviations be-
tween (z.1,y.1) and (z,,y,) are more distinct than
those for the ones in the middle of an image, hence the
value of B; is generally set large. Then another set of
coefficients is derived

Lo = a1+ aaTc1 + a3Yer + 04Tl + a5Te1Yer
+G63J§1 + a7x§1 + anaycl + (Igiﬂclyzl
+a10y2; ,

Yo = b1 + baxer + b3yer + b4x§1 + bsxc1Yer
+b6yz, + brad + bsr?iyer + bozeryl
+b10y§1 ’

where (a1, as,...,a10) and (b1, ba,...,b1o) are the
coefficients which correct the non-linear deviations.

(8)
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Then the theoretical positions of the stars are corrected Table 1 Information about the 1-m Telescope
again with them ;
Longitude 87.17° E
_ 2 Latitude 43.30° N
Tez = a1+ U2%c1 + g3ycl + 04y + @5%c1Ycl Altitude 2037.3 m
taeye + a1y + 8T Yol + A9Te1Yey Field of view 1.3° x 1.3°
+a10y§1 ) ) Row & Column binning 2
Yer = bo+ 22%1 " ggyd * l;w?l N bwdygl giezzdc?fl#tracginnds 2112 206‘15'3 pixels
X
+b6y% +braey + b8z Yer + boTaayz Spatial sampling 2.26
+b10Ye1 Exposure time 1000 ms
. . . Observation period 2015/03/25 22:18-22:46 UTC
where(z.2, ye2) is the finally corrected theoretical po- Filter B&R

sition for background stars. Itis notable tliats, y.2)

is much more accurate than,, y.) due to the correc-
tions of pointing errors, tracking errors and geometric
distortion.

2.4 Precise Sour ce Extraction

With the corrected theoretical positions of background
stars as a priori information, a highly efficient detection
method is adopted to obtain the precise measurements ¢
star images. In particular, for each star, a range gate witt
size By x B, pixels is set by takingz.s, y.2) to be the
center, and within the given range gate the mean value
and standard deviationm of all the pixels are calculated, . o

then a threshold value is set&s= m —+ k x o, wherek is Flg.. 1 A part of the sample raw CCD image acquired in obser-
the value given empirically. Within the range gate, the pix—Vatlon'
els with values greater than the thresh®ldre considered
to be the signals, and the connected group of these pixel
is searched. If the group consists of more tiép;, pix-
els, which is set at another threshold, it is taken as the st
image, and the following calculations are performed

Igray = > 1ij—T,

(i,5)€0
or = ’ Z): O(Ii,j =T) % (i —zc2), (10)  Fig.2 The diagram of the pointing errors in the image.
1,7)€
oy = > (L =T)x(J —ye)-
(1.7)€0 20000 km. A 1-m telescope administered by Xinjiang

HereO is the group of image pixels, whilg ; is the analog Astronomical Qbservatory is utilize_d in this st_udy. It
to digital unit value of the pixeli, j), andoz andoy are should be mentioned that because this telescope is not ded-

the first order moments of the star image with respect técated for space debris observation, the application will
(22, ye2). Then the deviatioridz, dy) of the star image show the universality of our technique, and from an eco-

center with respect to the gate center is obtained nomic point of view, a more versatile way to perform de-
bris surveys, which means more telescopes can be involved
dr = 72—, 1 in debris observations. The 1-m telescope is set on an alt-
dy = I& (11) azimuth mounting, and information about the case being
o studied is shown in Table 1.
Finally, the precise positiofiX, Y') of the star image cen- During the process of acquiring images the telescope
ter in the whole image is calculated by a simple translations tracking the satellite, hence the object appears as & poin
relation. at the middle of the frame, but the background stars appear
X = e +dz, as elon_gatgd trails. A part of the sample raw CCD image is
Y = yoo +dy. (12)  shown in Figure 1.
Due to the angular velocity associated with the motion
3 APPLICATION of satellites, the exposure time for a single frame is lim-

ited, otherwise the images of background stars would be
To test the feasibility and efficiency of our method, weelongated too much, which makes the data reduction more
observe a GPS satellite with COSPAR ID 2005-038A difficult. The whole frame is read out through four chan-
which is moving around the Earth at an altitude of aboumnels, leading to variations in the background levels.
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Fig.3 The matching result around the location of the initial p&p: Initial matching.Bottom: Iterative matching.

Fig.4 The matching result far from the location of the initial pdmp: Initial matching.Bottom: Iterative matching.
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Overall, 31 CCD raw images are acquired, and withadopted. The small size of the structural element makes the
these images the astronomical calibration is performedjipeline work faster, and in the preliminary extractiorpste
the measurement accuracy of background stars as well #se threshold is set as five times the fluctuation level above
the time cost is analyzed. In reduction, when applying thehe background level, while in the precise extraction step,
mathematical morphology transformation, a structural elethe value is set as.5. The value ofB; is set a0 in the
ment with a size of x 1 pixels along the line directionis cross-match step, anfl; is set asl2. Stars brighter than
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magnitude 12 in the Tycho-2 (Hgg et al. 2000) Catalogudew seconds to obtain appropriate plate constants from the
are used, and their equatorial coordindtes ¢,) obtained raw CCD image, which is efficient for data reduction.

by the 20 constant model are compared with the reference Independent of the scientific aspects of the proposed
ones(a., 0. ), which are obtained directly from the catalog. method, another interesting point to consider is the pos-

The resultant deviation® ., o5) are calculated as sible economic impact of applying our techniques to
optical space debris observation utilizing non-dedicated

{Ua = (@ — ac) X cosd, (13) telescopes. With the improved universal data reduction

05 = 0o — 0c. pipeline, more sensors could be involved in a debris sur-

vey, and it could improve the general knowledge related to
We take the Root Mean Square (RMS) values of all thepe onylation of space debris. Such improvement would

deviations in the same image as the precision of reductionyq, el to better avoid the risk of collision and close en-

The tests are made on an ordinary business laptop equiPPE nters between debris and active satellites. However, we

with an Intel Core i7 cpu at 2.3 GHz and 4G of memory, ¢pq,14 note that it is impossible to test our algorithm un-

and no parallel optimizations are applied. der all circumstances, and the deficiencies and limitations
should be recognized.

4 RESULTSAND DISCUSSION

5 CONCLUSIONS
As mentioned above, the pointing and tracking errors while

observing space debris utilizing the non-dedicated tele this paper an improved data reduction method is pre-
scopes are distinct, as shown in Figure 2. The circles markented for optical space debris observations. In our pipeli
the theoretical positions of background stars. With a dithe pointing errors and tracking errors of the telescope are
ameter of10 pixels, it is easy to find that matching these considered, and the image degradation is also taken into
stars is complicated. The traditional neighborhood matchaccount for precise position measurement. In particular,
ing technique does not work well in this circumstance, and mathematical morphology transformation is adopted for
the errors of data reduction may be increased. initial processing, and an innovative cross-match alpaorit

The results of the cross-match are shown in Figure 3s developed to precisely match the background stars, and
and Figure 4. The boxes in the image outline the correctefinally a neighborhood centering technique is performed
theoretical positions of the background stars; the topipart to obtain precise values of the plate constants. Our meth-
the initial matched result and the bottom part is the finallyods are applied to a number of raw CCD images acquired
matched one. Figure 3 shows the region where the initiddy a 1-m telescope administered by Xinjiang Astronomical
pair of stars is found. It demonstrates that for this regionObservatory while observing a GPS satellite, and the posi-
the high-order deviations are not distinct; however, fortion measurement errors of background stars are analyzed.
other regions far away from it, the influences of the high-The results indicate that when adopting our method, the
order deviations are significant (as shown in Fig. 4), and@osition measurement precision of the background stars is
our innovative iteratively-matching technique works well around 0.1 pixel, which means the plate constants are accu-
All the background stars are matched precisely, which im¥ate for astrometry of space debris. Moreover, the process-
proves the accuracy of the astronomical calibration proing time for a single2k x 2k frame is about 7.5, which
cess. makes it capable of real-time data reduction. Furthermore,

The number of background stars matched in the redudfom an economic point of view, our method represents
tion process for each CCD frame is shown in Figure 5. A2 versatile and efficient way to perform an optical space
the telescope is tracking the object during exposure, difdebris survey by utilizing non-dedicated telescopes, whic
ferent areas of the sky are targeted, hence the backgroufiteans more sensors can be involved and the ability of the
stars are different as well. It should be noted that thess stawhole surveillance network can be improved.
are adequate for obtaining the plate constants.

The precision of position values for these stars isAcknowledgements This work was funded by the
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