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Abstract At present, optical autonomous navigation has become adahnblogy
in deep space exploration programs. Recent studies foctieqroblem of orbit de-
termination using autonomous navigation, and the choidéter is one of the main
issues. To prepare for a possible exploration mission tesMbae primary emphasis
of this paper is to evaluate the capability of three filtehg €xtended Kalman filter
(EKF), unscented Kalman filter (UKF) and weighted leastasga (WLS) algorithm,
which have different initial states during the cruise ph&xee initial state is assumed
to have high accuracy with the support of ground tracking waetonomous navi-
gation is operating; for the other state, errors are set farge without this support.
In addition, the method of selecting asteroids that can leel figr navigation from
known lists of asteroids to form a sequence is also presémtais study. The simula-
tion results show that WLS and UKF should be the first choiceftical autonomous
navigation during the cruise phase to Mars.

Key words: celestial mechanics — asteroids — equation of state — mettdata
analysis — techniques: image processing

1 INTRODUCTION

Mars is becoming the focus of most countries interestedacexploration, such as China, Russia
and the USA. During the cruise phase to Mars, demonstrdimglility of optical autonomous nav-
igation will be a very meaningful technology. In space ndasi autonomous navigation is necessary
for the cruise phase when the Sun is between the Earth angddbeaft. This phenomenon cannot
be avoided during missions to Jupiter, Saturn and so onoAgh this situation does not necessarily
exist in the cruise phase to Mars, it represents a good appirto demonstrate the ability of opti-
cal autonomous navigation during the cruise phase bechesegult from orbit determination (OD)
with autonomous navigation can be compared with the stan@Brresult from ground tracking.
With the improvement of onboard imaging and computing tedgies, optical autonomous
navigation has been an attractive focus of research inplateetary missions because of its unique
advantages compared with ground navigation. The first ssfaeattempt to implement fully auto-
mated navigation was the Deep Space 1 mission in 1999 (Bteaska al. 2000). The optical au-
tonomous navigation of this mission was activated durirgcttuise phase by using images of aster-
oids to determine the spacecraft’s position and velocibe@karan et al. 2000, 1998a). Subsequently,
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the STARDUST mission used images of comet Wild 2 during theyflp update information on the
target relative state in January, 2004 (Bhaskaran et aB)9®uring this flyby, the line of sight
(LOS) of the comet was incorporated into a Kalman filter tamatically improve the state infor-
mation. Another successful application of optical autonamnavigation was in the Deep Impact
mission in July, 2005. In this mission, Deep Impact used {itecal autonomous navigation system
to guide the impactor spacecraft to intercept the nucleumofet Tempel 1 at a location that was
illuminated and viewable from the flyby spacecraft (Mastwdbs et al. 2005). It can be expected
that optical autonomous navigation will be more commonkydiis future planetary explorations.

Besides these cases, almost all previous research worlisaltonomous navigation have been
based on simulations. Recent studies mainly focused ondtelglof OD problems. A different
type of source for optical measurement with OD is analyzefuickness & Young (1995); Zanetti
(2009). Stastny and Geller considered the issue of optigmlnmmous navigation during an ap-
proach to Jupiter (Stastny & Geller 2008). Based on a linegaigance analysis, they evaluated the
performance of using the optical angles of Jupiter's moordetermine the spacecraft’'s orbit. The
accuracy of optical navigation in three cases by using asamnted Kalman filter (UKF) was pre-
sented in Paluszek et al. (2010). The performance of omiglnomous navigation was assessed
by applying an extended Kalman filter (EKF) (Christian & Ligey 2010). However, how to select
objects used for navigation during the cruise phase to taegplhas rarely been mentioned. This
is also a key element involved in optical autonomous naiggatn addition to that, only a single
filter such as an EKF, a UKF or a weighted least-squares (WIgB)yithm was used for OD in these
papers. An optimal choice of filters would be made if we eviaule capability of different filters
in the mission, especially considering that most studiesptital autonomous navigation have been
based on approaching a planet.

To prepare for a future Mars program, the primary emphasihisfpaper is to evaluate the
performance of the three filters with two different initidghes during the cruise phase. One initial
state is assumed to have a high accuracy with the supportoohdrtracking when autonomous
navigation is operating; in the other case, state errorseir® large without support. The method of
selecting asteroids used for navigation associated witlwkrists of asteroids to form a sequence
is also presented in this study. Data of simulated obsematire generated, and we will call these
values observation data hereafter. The research showa #atem that uses optical autonomous
navigation can successfully navigate during the cruiss@lofia Mars mission.

In the following sections, Section 2 gives the nominal tfanerbit of the spacecraft from Earth
to Mars. It is the standard orbit to evaluate the precisio®Bf. Section 3 describes the theory
of optical autonomous navigation by using asteroid sight®ection 4 gives the key elements of
optical autonomous navigation. It includes the selectibthe asteroids, dynamical model during
the cruise phase, observation model and three filteringrithgas. Section 5 gives the results of
asteroid selections and analyses the results of threesfiltgh two different initial states. After
simulation and analysis, Section 6 gives the conclusiodsi@gstussion.

2 NOMINAL ORBIT

During the cruise phase of a Mars mission, navigation of gaeecraft will rely on ground tracking
stations in the first half of the cruise phase, but navigatioring the rest of the phase would be
automated by using an onboard camera to take images of idstérat can be used for triangulation.

Figure 1 illustrates a nominal transfer orbit of the probenfrEarth to Mars. In heliocentric
coordinates, the blue solid line is the trajectory of thetlEand the black one is that of Mars.
Sandwiched between the orbits of Earth and Mars is the spaftedrajectory where the red solid
line denotes the section where ground tracking is used fagagon of the spacecraft and the green
line is the section where optical autonomous navigatioséxiu
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Fig. 1 Trajectory of a spacecraft during the cruise phase to Mars.

Table 1 Orbital Parameters of the Spacecraft

Data Time (TDT) Position (km) Velocity (kms')

X-axis 25029930.489 X-axis —32.434997
2013-12-11, 17:48:38.168 Y -axis 132440957.316 Y -axis 3.781542
Z-axis 58352343.189 Z-axis 3.418193

X-axis -141518043.825 X-axis 14.492278
2014-05-31, 12:00:00.000 Y-axis —135040735.532 Y-axis —17.134890
Z-axis -53546771.986 Z-axis —8.471500

Table 1 lists orbital parameters that describe the stateso§pacecraft at two important epochs.
One state is the beginning of the transfer orbit and the attege is the beginning of the optical
autonomous navigation during the cruise phase.

3 THEORY OF OPTICAL AUTONOMOUS NAVIGATION

During the cruise phase, the main bodies that can be use@v¥agation are asteroids. In principle,
the theory of optical autonomous navigation by using agdesightings is simple. A single sighting
of an asteroid places the spacecraft along the LOS to thettodst Observing another asteroid at
the same time will obtain a second straight line. These twaigdit lines will determine the helio-
centric position of the spacecraft due to the ephemeriddsest asteroids, and the inertial pointing
directions of the camera are both known at the times the glraototaken.

Figure 2 shows the geometry of optical navigation by using different asteroids.1 andn2
are LOSs for two different asteroids respectively.

In practice, however, the field of view (FOV) of the onboarthesa used during the cruise phase
is extremely narrow; for example, it was76° for the Deep Space 1 mission (Bhaskaran et al. 2000).
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Fig. 2 Schematic diagram of optical navigation by asteroids.

Only one image of an asteroid can be taken at a time. In additieo sightings are not enough to
navigate in a real task because of the error in the asterbiereerides, the accuracy in pointing the
camera, the resolution of the image, and so on. Insteadjes sdrLOSs are taken by the onboard
camera from one asteroid to another. These images are takegudar intervals during the cruise
phase, with 10 different asteroids sighted per intervahis paper.

4 ELEMENTS OF OPTICAL AUTONOMOUS NAVIGATION
4.1 Selection of the Asteroids

During the cruise phase, a key technology associated witbadputonomous navigation is the abil-
ity to select usable asteroids. The optical measurementda® the sole piece of data that can be
used for OD; thus, the accuracy of optical navigation largkdpends on the selection of asteroids
used for navigation. Typical characteristics of the ondazamera define some selection criteria,
including the visible magnitude of the asteroids, the distabetween the spacecraft and the as-
teroids, the velocity of the asteroids relative to the speafeé and the phase angle given by the
asteroid-spacecraft-Sun (Chausson & Delavault 2003;Vaelaet al. 2004). An asteroid will be
most identifiable when it is close to the camera. If the agfemmves too fast with respect to the
spacecratft, it will induce a spread on the picture that vaeitluce accuracy in the astrometric mea-
surement. A proper phase angle can prevent sunlight frotaognating the focal plane of the CCD
in the camera. In addition, the geometry of different asteravith respect to the spacecraft, given
by the angle asteroid1l-spacecraft-asteroid2, is anothgoitant factor that should be considered
during the process of selection.

All the selection criteria mentioned above are easy to wtded except the visible magnitude
of the asteroids. The larger the visible magnitude of anraistés, which corresponds to a fainter
object, the more difficult it is for the camera to capture thieTmagnitude can be calculated by the
Bowell model (Romanishin & Tegler 2005):

V = Hy + 5 (rodo) — 251 [(1 — G) @1 (a) + G2 (a)] , (1)
®; (a) = exp [~ A;tan” (§)],

where Hy andG are the absolute magnitude and albedo parameter respgativrch can be ob-
tained from a database of asteroidsis the heliocentric distance of the spacecraft in units of &
is the distance between the spacecraft and the observedidsteunits of AU;« is the phase angle
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Table 2 Selection Criteria for Asteroids Used in Navigation

Selection Criteria Threshold Value
Visible magnitude < 12.9

Phase angle > 130.0°
Relative distance < 2.0AU
Relative velocity < 11.8kms~!
Geometric angle > 5.0°

defined by the Sun-asteroid-spacecraft; ard 1, 2, A; = 3.33, B; = 0.63; As = 1.87, By =
1.22.

By referencing parameters on the optical system of the DpepeS1 mission (Bhaskaran et al.
2000, 1998a), Table 2 shows the criteria and associateshiblas for the selection of asteroids that
can be used during the cruise phase.

Based on the above selection criteria, asteroids that caisdx for navigation can be selected
by following these three steps:

(1) A preliminary screening from the whole asteroid datalsuld be made by restricting the ab-
solute magnitude and orbital semi-major axis of the astist@nly 1% of asteroids, the quantity
which is on the order of thousands, can remain. We call thijssece A.

(2) According to the nominal orbit during the cruise phasd #re ephemeris of asteroids, the
selection criteria presented in Table 2, except for thedast can be performed for every asteroid
in sequence A. Sequence B is obtained when this processimatished. Sequence B only has
dozens of asteroids in this study.

(3) If the number of asteroids in sequence B is more than theired number, which is ten in
this paper, the angles (asteroid1-spacecraft-asterdaf)ed for every two different asteroids
in sequence B should be calculated. Then, a statisticalt r@suhe geometric angle which is
below the threshold value in Table 2 for each asteroid wifidued. The asteroid which appears
repeatedly in the statistical result will be omitted urtiéttotal number of asteroids in sequence
B is equal to ten. If the total number in the original sequeBds less than ten, the selection
process ends, but this situation rarely occurs.

A group of asteroids used for navigation should be variedh white epoch; and furthermore,
the spacecraft and the asteroids are constantly in motiocorling to the nominal trajectory of the
spacecratft, the cruise phase to Mars will be divided intes®\periods and the length of each period
is 10d. The sequence of asteroids used for navigation iparment in each period.

4.2 Dynamical Model During the Cruise Phase

The main force acting on the spacecraft during the cruiseg@ba Mars is gravity from the Sun;
in addition to that, third body perturbations from the gtgwaf other major planets should also be
considered. Therefore, the dynamical model describingrdjectory of the spacecraft during the
cruise phase to Mars in the J2000 heliocentric ecliptic doate system can be written as follows:

r=uv,

8
F:_%T‘FZM/@("’“—M)Jra, @
k=1

3 3
Trk Tok

wherer andv are, respectively, the position and velocity vectors of spacecraft in the J2000
heliocentric coordinate system,= ||r|; us = GMs, whereG is the gravitational constant and
M is the mass of the Sun, ang, = G M}, wherelM;, is the mass of major planets,, is the
position vectors of thé-th planet in the 32000 heliocentric coordinate system = |7k ||; 7k IS
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the position vector of thé-th planet relative to the spacecraft, ie., = rp, — v, 76 = |70k
a is the miscellaneous force acting on the spacecraft, ifodusblar radiation pressure and similar
effects.

4.3 Model of Observation Data

When an image of an asteroid is taken that has stars in thgtmakd, the pixel and line (theandy
coordinate in the CCD plane) which contain the LOS to theragtean be calculated by combining
them with a pre-stored star chart. Actually, the pixel ané lare the sole observation data used for
autonomous navigation. The relationship between the ipositf the spacecraft and the observed
data will be given in the following description (Bhaskardrak 1998b; Jacobson 1998).

In J2000 heliocentric ecliptic coordinatés,y )" is the position vector of the spacecraft at the
time the photo is acquired, and the associated positiomwetthe asteroid isz; y; z;)™ which can
be obtained from the asteroid database. ConsequentlyQBeviector of the asteroid with respect to
the spacecraft in inertial coordinates can be written as

T 1 T; — X
n:(nm Ny nz) = Yi—Y |- 3)
V@ -2+ -+ (i— 2 L2

Ay, is the rotation matrix of inertial coordinates with resptcbody-fixed coordinates of the
camera, which is provided by the attitude determination@rdrol system of the spacecraft. Thus,

the LOS vectom = (nw Ny N )T mentioned above in body-fixed coordinates of the camera is
given by

ny = (M My Mz ) = Aponr. 4)

Then, vectom,; needs to be projected into the focal plane of the onboard icgmiz.

X f Npy
= 5
e lm] ©
wheref is the focal length of the onboard camera in units of mg;, ny,, n,. are the components
of the vectom,,; X, Y is the projection of the LOS vector in the focal plane.
In order to simplify the model of observation data, the elmtiagnetic distortion and optical

aberration of the onboard camera do not need to be includ&din
Thus, the camera pixel and line which can be translated %o is

Pl X Po _ f Km 0 N Po
IR b At R 1 R L R
wherep, [ are the camera pixel and line associated with differentaisterespectively;
K, 0
=[]

is a transformation matrix from mm to pixels in the camerahia tinit of mm/pixel;py, Iy are the
center pixel and line of the CCD plane respectively.

Assumingpy = 0,1y = 0, and accounting for error in the measurement process, thatieq
describing observation data can be derived as

Z:{Zl)}—i-uzni {[éz [gy}[zlgz}—i—u, @)

wherev is the measurement noise, which is always treated as Gawskite noise.
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4.4 Filtering Algorithms

Once the observation data are generated, the solution pogigon and velocity parameters which
are corrections to the initial state for the spacecraft @anlitained using filtering technology. Two
kinds of filtering methods are commonly used in space nawigaOne is batch filtering, whose
typical representative is the WLS algorithm; the other mursive processing algorithms including
EKF, UKF and so on. The WLS algorithm has been successfulbjiegp in optical autonomous
navigation of the Deep Space 1 and Deep Impact missionshangKF has also been successfully
applied in the STARDUST mission (Bhaskaran et al. 1998adstkbdemos et al. 2005). Each filter
algorithm has its own advantages (Daum 2005). Here, thebdéapaof these three filters (WLS,
EKF and UKF) used in optical autonomous navigation will benpared during the cruise phase to
Mars.

4.4.1 Weighted least squares method (Long et al. 1989)

The definition of state parameters that need to be updated is

q(t) = [z(t) y(t) =(t) @(t) 9(t) 2(0)]" . ®)

In real task, the true value @f(¢) is unknown. Thus, we can just calculate the optimal estithate
value by replacing(¢). The initial value is known. It can be used as the approximalige ofq(t),
then we can obtain

qt) = q"(t) + Aq(t), (9)

by incorporating the observation data, wh¥e) is the optimal estimated value of the true value,
g*(t) is the initial value, and\q(t) is the vector of estimated corrections by the observatita.da

Next we will calculateAg(t) by WLS. The model in Equation (7) is nonlinear; thus, theipart
derivatives of the estimated state are needed when using WiLtBe time of the observation, the
partial matrix of statey(¢) can be written as

8z; |2 & g0

wheren is the number of asteroids used for navigation.
Different observation data can be used in different epotherefore, a state transition matrix
® (9, t) is needed to map the partial matfikback to the epoch associated with the estimated state.

qu) (to,tl)

i = | 2P lote) | (11)

H,® (to,tn)

whereH is the matrix of observation data at the epoch associatéuthétestimated state.
The state transition matrik (¢o, ) can be found by

b (to, 1) = %&2@ (to,t) ’ (12)
D (to,to) = Isxe

wherelgyg is a6 x 6 unit matrix.
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Given the a priori covariance matriX, of state parameters and the weighted maltvixfrom
observations, the filter equations in batch form can be evritis
Aqy(t) = [P,;l + HTWH} “atw (Z - Zk) :
@11 (t) = @, (1) + Agy (1), )
Piyp1 = {P,;l +I§(TWI§(T ,
k=1,2,3...,

(13)

where P, is the covariance matrix? is the observed value; and, is the value predicted by the
model.

4.4.2 Extended Kalman filter (Long et al. 1989; Pittelkau 200

Equations (2) and (7) are both nonlinear. The EKF simplifiesé two sets of equations with a first-
order Taylor series evaluated at the estimated gt@iementioned above. Hence, Equations (2) and
(7) should be linearized &f(t). The Jacobi matrix for Equation (7) can be derived as

-
Hp=| 2] (14)
L Hy,

whereH; (i = 1..n) can be found according to Equation (10).
The Jacobi matrix of dynamical Equation (2) can be written as

94(t) _ [03xs Isxs

dq(t) | U Osxs (15)
where

U= ——I3x3+—?“7“ Zﬂk (—I3x3+ rrkrrk) :
Now, the mathematical processes of the EKF can be detailine ifollowing steps.
(1) The propagations of the estimated state and the cowarimatrix are defined as
qi|k— t) = fO qj_ t )
k-1 (t) = folgi_1(t)) (16)

Prjj—1 = Prp1Pe1®p .y + Q.
where fy is integrated from the dynamical Equation (2); 1 is the state transition matrix

from the(k — 1)-th step to thé:-th step; according to Equation (15), the approximate dafimn

iSPpr—1 ~ Isxs + F|qk“H - (tx — tr+1); Qr is the noise covariance matrix of the estimated
state.

(2) Calculate the Kalman gain matrixy,

“1
Ky = Pyj—1Hgy, [HerPor—1 Hiy, + Ri] (17)

whereR;, is the covariance matrix of measurement noi$g;, is thek-th matrix of observation
data which can be obtained from Equation (14).
(3) Update the estimated state and covariance matrices

{ 0x(8) = @y () + K | 25 = Zi(@ypa )] 18)
Py = (Isxe — KpHEgk) Pejp—1

whereZ,, is the observation dat#;, is the value calculated by the model.
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4.4.3 Unscented Kalman filter

The UKF is a new Kalman filter for a nonlinear system inventgdlblier and Uhimann (Julier
& Uhlmann 1997). Unlike the EKF, the Jacobi matrices of thealyical equations and equations
describing observational data are not required, and neighthe state transition matrix. The key
point of the UKF is based on an unscented transformation (uigh uses a set of appropriately
chosen weighted points to parameterize the mean and couardd the probability distributions. A
detailed description of UKF theory can be found in the agtiglulier & Uhlmann 2004). A brief
description of using the UKF will be given here.

Firstly, the UT is introduced as follows.

For a given nonlinear equatign= g(x), then-dimensional estimated statewith meanz and

covarianceP,, is approximated bgn + 1 weighted points given by
Xo = iv Wy = HLH B
Z+ V4R (VPiu), Wi = a5y (19)
Xitn =T — vn+ﬁ(vaz)i, Witn = mv
DRI n

wherex € R, and it usually has + x = 3 whenx is assumed to have a Gaussian distribution. In
our study, the dimension of the state is 6; thus: —3; (\/Pm)i is thei-th column of the matrix
square root of,,.; w; is the weight associated with tli¢h point.

Therefore, the mean af can be calculated by the weighted average of the transfopwmieds,

2n
Y= Z wig(Xi) (20)
=0
and the covariance af can be obtained by
2n
Py =Y wilglx,) —llotx:) — 91" - (21)
=0
Given the initial estimated statgty) and the initial covariance matrik,, the UKF can proceed

similarly to the EKF.

(1) Create a set of weighted points by Equation (19) wiiete q(ty) and P, = P, at the begin-
ning.
(2) Propagate the estimated state and the covariance raatrix

Xi k|k—1 = f(Xi,kfl) )

2n

Qp—1(t) = i;() Wi X, k|k—1 » (22)
2n T

Py kjk—1 = 'Zowi Xiklk—1 — Qk\kq(t)} {Xi,k\kq — Qa1 ()| +Qk,
=

wheref is integrated from the dynamical Equation ()= 6 is the dimension of the estimated
state.
(3) The prediction of the observation and its covarianceimet

Yiklk—1 = h(Xi,k\kq),
2n

Z -1 = Ww; 7 —1>
klk—1 i;o Vi k|k—1 (23)

2n ~ ~ T
P k-1 = > w; [’Yi,;g\k_l - Zk|kfl} {%,k\k_l — Zyh—1| + B,
i=0
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whereh is the observation described Equation (R); is the covariance matrix of measurement
noise.
(4) Calculate the Kalman gain matrixy,

2n - T
Pozpjk—1 = ) wi [Xi,mk—l - qk|k71(t)} |:7i,k|k71 - Zk\k—l} ; (24)

Ky = Pzz,k\kflp_l

zz,k|k—1 :

(5) Update the estimated state and the covariance matrix

q;,(t) = @pp—1 (1) + Ki [Zk - Zk\k—l} : (25)
Pzz,k - wa,k\k—l - Kszz,k|k—1Kk’.r .

whereZ,, is the observation data.

5 SIMULATION AND RESULTS
5.1 Initial Conditions

When the model describing observation data and the filterign are chosen, there are a series
of initial conditions that need to be applied in order to deresults. These parameters directly
affect the accuracy of the derived OD. The accuracy of the @ltisn depends on several factors,
including the a priori knowledge of error in position andaty, the error in the asteroid ephemeris,
the ability to pinpoint the location of the asteroid in the[@@lane (finding its center), the accuracy
of the inertial pointing direction of the camera, the numbfethe asteroids used for navigation, the
frequency of imaging, the miscellaneous force acting orsffexecraft and the choice of filter.

Based on the actual tasks performed during deep space atipioor scientific research, the
value of each parameter has a recommended range. The ago@aracies in the state can be deter-
mined to a few kilometers in position and less than 0.1 ia velocity (Cao et al. 2010; MacKenzie
et al. 2004) with the help of the ground OD results that ar¢\wben the optical autonomous naviga-
tion operates. Otherwise, the error is set to be 5000 km iitippsind 10 m s! in velocity for each
axis. An assumption of optical autonomous navigation bgragds is that the heliocentric positions
of the asteroids are known exactly at the time their photaksi. However, this is not necessarily
true. The error in asteroid ephemeris is on the order of tékdaneters if this asteroid is larger,
brighter or has long periods of tracking, but that for the kenadimmer ones can be several hun-
dreds of kilometers (Bhaskaran et al. 1998a). For the perpbkeeping the onboard OD algorithm
simple, the error in asteroid ephemeris is set to be 100 kra feruncertainty in standard deviation
along each axis. The center of the asteroid in the camerafadithe time the photo is taken and the
associated pointing of the camera boresight mainly dependke image processing system. The
process of autonomous navigation relies on its ability tugately find the center. The method used
for finding the center can achieve an accuracy of up to 0.1l pixe the inertial pointing direction
of the camera can be determined to within a fenad from experimental results (Bhaskaran et al.
2000, 1998a). The image of each asteroid is taken at 5-degvals during the cruise, with 10 dif-
ferent asteroids sighted per interval in this paper. Dutiveglatter half of the cruise phase to Mars,
the solar radiation pressure, which is not included in thelehcadds a small acceleration of about
2.2 x 107" m s~2 based on a simple spherical model. A summary of the difféegtors which limit
the performance of the OD solutions and their chosen valteebsted in Table 3. The parameters
of the onboard camera are similar to those of the MICAS caragstem, which is coupled to a
telescope with a focal length of 677 mm and a standard CCD wtilpa 1024 square pixel array.
Each pixel has an FOV of about 1L3ad for a total FOV of 0.78
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Table 3 Summary of the Factors and Their Values

Different factors

Setting values

A priori state error

5000 km and 10 ms! per axis
(alternative 5 km and 0.1 nTs)

Asteroid ephemeris error 100 km
Ability of finding the center 0.1 pixel
Accuracy of pointing direction 3rad
Number of navigation asteroids 10
Imaging frequency 5 day

Miscellaneous outside acceleration2.2 x 10~7 m s—2

Filtering algorithm

WLS, EKF, UKF

Table 4 Asteroid Sequence for Optical Navigation

Period code  Period (MJD) Minor planet number

1 56808.5-56818.5 1,9, 43,68, 117, 199, 363, 438, 480, 891

2 56818.5-56828.5 9, 13, 68, 75, 117, 199, 363, 480, 751, 891

3 56828.5-56838.5 9, 13, 75, 108, 190, 198, 480, 751, 891, 1043
4 56838.5-56848.5 9, 13, 65, 108, 190, 198, 363, 480, 891, 1043
5 56848.5-56858.5 9, 13, 15, 22, 108, 190, 198, 363, 480, 891

6 56858.5-56868.5 9, 13, 15, 22, 61, 108, 190, 198, 769, 891

7 56868.5-56878.5 9, 13, 15, 22, 61, 190, 198, 257, 463, 769

8 56878.5-56888.5 13, 15, 22, 61, 146, 190, 198, 463, 510, 1043
9 56888.5-56898.5 13, 15, 22, 29, 61, 146, 198, 463, 510, 1043
10 56898.5-56908.5 13, 15, 22, 29, 61, 146, 257, 463, 510, 1043
11 56908.5-56918.5 13, 15, 22, 61, 146, 164, 354, 463, 510, 1043
12 56918.5-56928.5 13, 15, 22, 29, 61, 106, 146, 164, 463, 510
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5.2 Results of Asteroid Selections

According to the selection criteria listed in Table 2 andgkkction methods mentioned in Section
4.1, as applied to the nominal transfer orbit to Mars, thaisage of asteroids used for each period
of optical navigation is listed in Table 4. It can be easilyatbfrom Table 4 that there is only a small
difference between the two adjacent sequences of astefididssmall difference is mainly caused
by the movement of asteroids during navigation and cannigri@ed.

Figure 3 illustrates the celestial longitude and celesigtude of asteroids used for navigation
in the J2000 spacecraft-body ecliptic coordinate systeitmea¢poch MJB- 56813.5. The diamonds
denote the various asteroids and their associated minoefh@mbers. The intuitive reason that this
group of asteroids would be an excellent choice for navigeas that it has convenient geometry.

After the asteroids are selected, the observation dataecgarerated as follows. The spacecraft-
to-asteroid vector is calculated by using the true spaétettegectory and a contaminated asteroid
ephemeris which is added at random with the noise havingamean and a given standard devia-
tion. Then the vector is transformed into the plane of theeranby applying the model describing
the observational data. During the transformation, therdrr the pointing direction and measure-
ment error mentioned in Table 3 are added.

5.3 Results of OD

At the beginning of the optical autonomous navigation, théail state error of the spacecraft is
assumed to have two cases. One is 5000 km in position and 10 in selocity for each axis. This
case indicates that there is no assistance from the groackirig OD results at the moment. The
other case is 5 km in position and 0.1 m'sin velocity along each axis. This situation needs the
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Fig. 3 Distribution of navigation asteroids at the epdddD = 56813.5 in the J2000 spacecraft-
body ecliptic coordinate system.

OD results from the ground stations. For both cases, thegatiwn performance by only using the
optical measurement of LOS will be evaluated during thesergghase to Mars. In addition to that,
the capability of three different filtering algorithms whimclude WLS, EKF and UKF can also be
assessed for these two cases. Then the analysis for thesase®is given as follows.

(1) The initial state error is 5000 km in position and 10 m s'! in velocity along each axis.

In this situation, the position and velocity errors are canggl with the nominal trajectory by
using the three different filtering algorithms and are shawigures 4, 5 and 6, respectively.

Figure 4 illustrates a result by using the WLS algorithm. Igufe 4, the mean position and
velocity errors are plotted as a function of arc length witkxia are observed. It can be seen that the
mean errors for both position and velocity have obviouskrbeduced when the data spanning 10,
20 and 30d are used, but then they rapidly level off even ifehgth of time that the data are taken is
at least doubled. This phenomenon is mainly due to the niésmus force acting on the spacecraft
and other sources of error mentioned in Table 3. These eotocss hinder the added data from
achieving a better result after 30d, but a balanced solutzonbe achieved. A better result cannot
be obtained if the state error of the spacecraft has alreadyedsed to a certain level. This level is
about300 ~ 400 km in total position and).05 ~ 0.1 m s~! in total velocity, as seen in Figure 4.
For this reason, 30d can be chosen to be an optimal arc lergttwdnich data can be acquired.
This strategy can supply enough information to obtain an ODten with proper accuracy if the
filtering algorithm is the WLS in optical autonomous navigat

Figures 5 and 6 show the total position and velocity errorsdigg EKF and UKF, respectively.
The top two plots of Figure 5 illustrate the state error dgrihe whole autonomous navigation
segment which lasts 120d, and the bottom two plots only shgerton of the result of the top
two plots when the EKF begins to converge 60d later. In thiedasl, the EKF’s result maintains a
stable state, for which errors are about 1000 km in totaltjpssand 2 m s™! in total velocity.
The layout of Figure 6 for UKF is the same as Figure 5. From i&dy it can be found that the
filtering result begins to converge 20d later. The positioors are reduced to about 20800 km
and the velocity errors are aboud5 ~ 0.1 m s~* in the last 60 d. It follows that the UKF is able
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Fig.5 Position and velocity errors by using EKF. (a) and (b) arepbsition and velocity errors
respectively during the entire segment where autonomouigjatéon is used; (c) and (d) are the
corresponding results of the convergent portion duringatitenomous navigation, respectively.

to achieve a better performance at estimation, includiegctinvergence rate and the convergence
precision, than the EKF in this case. During the whole fittgprocess, the fluctuation in amplitude
of UKF is also much less than that of EKF. This is due to the enssd transformation (UT) used
in UKF. The UT allows the UKF to capture the first and secondeotdrms of the nonlinear system
(VanDyke et al. 2004), but the EKF is just based on a simpleslirapproximation to the nonlinear
equations (Daum 2005). Moreover, the dynamical equatiodgfze observation equations are both
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nonlinear equations, and the initial state errors are togelal herefore, the result from estimation
with UKF is vastly superior to the estimation with EKF in tlsisuation.

According to the above analysis, the performances of the Widthe UKF are almost the same
in this case, although WLS is a batch filtering algorithm amdik a recursive processing algorithm.
Also, they are both superior to the EKF. Although the WLSea=glbn a linear approximation during
the process like the EKF, the WLS updates the estimatedtsiat on batch data whereas the EKF
only uses the last single data to improve the state. Up to th@VLS has already been successfully
used in the Deep Space 1 mission during the cruise phasek@haset al. 1998a); maybe the UKF
can also undertake this important role.

(2) The initial state error is 5 km in position and 0.1 m s™! in velocity for each axis.

The initial state error used here is much smaller than theebituation due to the OD results
incorperating the ground uplink at the beginning of the cgdtautonomous navigation.

Figures 7 and 8 give the total position and velocity errorsibing the EKF and UKF in this
case. There is no WLS result here because the WLS always rg@svi® a unique solution only if
the initial state error is in an appropriate range. That saty) the WLS result in this case is the same
as the above case, so there is no need for further analysi& 8f W

Figure 7 shows the total position error by using EKF and UK#ifferent line styles, and Figure
8 is the same layout for total velocity error. From these téeagy both of them obtain a good quality
result, and the result from UKF is only slightly better thaattfrom EKF, which is because the initial
state already has to achieve a high accuracy; just a smaitiuaf data can help these two filters
overcome the error sources to reach a steady solution. Athi@ning, the rapid increase in position
and velocity errors during a short time is due to the erramfobserved data. However, it quickly
achieves a stable state under the action of the filter. Fér B and UKF, the state error is about
200~400 km in position and 0.050.1 m s! in velocity when the filtering result reaches a stable
state. This result is almost the same as the case that hagearéral error state for UKF, but for
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EKEF this situation is much better than the above case, whidicates that the EKF has not reached
a real steady state until the cruise phase is over in casedltharEKF cannot obtain a satisfying
result if the initial state has a large error. By contrastid- can adapt to these two different initial
states and so does the WLS.

6 CONCLUSIONS AND DISCUSSION

Based on a future Mars program, this paper presents the ggeg®f using optical autonomous
navigation during the cruise phase to Mars. It includes tle¢hiod of selecting asteroids used for
navigation, obtaining the sequence of these asteroidsyrgtmg the observation data, and computing
the OD by using WLS, EKF and UKF. Then two different initight& errors are set to evaluate the
performance of the three filters.

Results indicate that both the WLS and the UKF have an exdgllerformance no matter if
the initial state error is large or small. For WLS, 30 days barchosen to be an optimal arc length
over which data are aquired during the cruise phase to Mdrsyavthe OD solution error is about
300~400 km in total position and 0.6%0.1 m s'! in total velocity. As a recursive processing algo-
rithm, the UKF is able to converge quickly and reach a stabligtion which is almost the same as
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the WLS result in these two cases. However, the EKF can orilg geod result in case 2, in which
the initial error is small. Otherwise, it needs a long timeupmate the initial state. Therefore, the
WLS and the UKF can be the first choice for optical autonoma@wsgation during the cruise phase
to Mars.

The primary emphasis of this paper is to evaluate the capabflthe three filters, namely that
this paper aims to discuss the autonomous navigation ODitdgo However, if either the WLS or
UKF is applied in the optical autonomous navigation durirrga mission to Mars, discussing the
feasibility of actually implementing the autonomous ODg®ss on a space mission is another im-
portant part of executing the task of autonomous navigatioa real mission that uses autonomous
navigation, designing a proper OD algorithm that incorpesautonomous navigation is just one
key part of the whole mission. It also requires considerablaputation, memory and data storage
resources in the probe’s platform. This represents a vanptex problem in engineering.
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