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Abstract By adopting the differential age method, we select 17 832ronms red
galaxies from the Sloan Digital Sky Survey Data Release iSeowering redshift

0 < z < 0.4 to measure the Hubble parameter. Using the full spectrumgittackage
U ySS, these spectra are reduced with single stellar populatimtiets and optimal
age information from our selected sample is derived. Withdécreasing age-redshift
relation, four new observationdf (z) data (OHD) points are obtained, which are
H(z) =69.0£19.6kms ! Mpc!atz = 0.07, H(z) = 68.6+26.2km s ! Mpc~!
atz = 0.12, H(2)=72.9+29.6 kms ! Mpc~! atz = 0.2 and H(2)=88.8 - 36.6 km
st Mpc~t atz = 0.28, respectively. Combined with 21 other available OHD data
points, the performance of the constraint on both flat andfratm\CDM models is
presented.
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1 INTRODUCTION

A variety of cosmological observations are used for a bejtantitative understanding of the expan-
sion of the Universe, for example mapping the cosmic micv@Nzackground (CMB) anisotropies
(Spergel et al. 2007; Komatsu et al. 2011), measurementpbbacoustic oscillation (BAO) peaks
(Eisenstein et al. 2005; Percival et al. 2010), and measemesrof “standard candles” such as the
redshift-distance relationship exhibited by type la snpgae (SNla; Riess et al. 1998; Hicken et al.
2009) and gamma-ray bursts (GRBs; Ghirlanda et al. 2004;&li 2008). Hubble parametérf(z),
which is defined a$/(z) = a/a, wherea denotes the cosmic scale factor ani its rate of change
with respect to the cosmic time, is directly related to thpassion history of the Universe. The
method based on observatiorfa(z) data (OHD) has been used to test cosmological models (e.g.,
Yi & Zhang 2007; Chen & Ratra 2011). Besides parameter caimtr;, OHD can also be used as an
auxiliary model selection criterion (Li et al. 2009).

In practice, the Hubble parametéf(z) is usually defined as a function of redshift with
a(t)/a(to) = 1/(1 + z), wheret is the current cosmic time

1 dz

A& =-1

(1)

x Supported by the National Natural Science Foundation ofi&hi



1222 C. Zhang et al.

z is the cosmological redshift andis the age of the Universe when the observed photon is emit-
ted. The derivative of redshift with respect to cosmic timie/dt, has a direct effect o/ (z).
H(z) has been measured through the differential age methoddingdo Equation (1), which was
first put forward by Jimenez & Loeb (2002). This differentije method has been demonstrated
in Jimenez et al. (2003). However, it may be difficult to stlgalaxies that can act as “cosmic
chronometers” and accurately determining the age of a gdilxonsidering stars in a galaxy to be
continuously born, since a young stellar population domessheir emission spectra (Zhang et al.
2010). Luminous red galaxies (LRGs) which have photomegtraperties consistent with an old,
passively evolving stellar population (Roseboom et al.8)@0e regarded as good candidates to act
as “cosmic chronometers” (Crawford et al. 2010).

We employULy SSt, an available online package used to fit a full-length spectiAs the rel-
atively homogeneous stellar component of LRGs, we usessistgllar population (SSP) fitting and
gain age information, which will be discussed in detail irct8®n 3. With the age-redshift relation,
four OHD points are deduced accordingly.

There are already 21 OHD points obtained from both the difféal age method (Jimenez et al.
2003; Simon et al. 2005; Stern et al. 2010; Moresco et al. paad the BAO method (Gaztafaga
et al. 2009). Currently the number of OHD points is still sh@mpared with SNla luminosity
distance data. The potential power of OHD in constrainingnoological parameters is explored in
Ma & Zhang (2011) in detail. They conclude that the constrajpower of OHD can be as strong as
that of SNla when its quantity reaches a certain value, wisiéid based on the error model used in
that paper, thus it is worthwhile to acquire new independadsurements for the Hubble parameter.

This paper is organized as follows. We briefly describe thecsien of our sample of LRGs in
Section 2. In Section 3, we explain how we derive informatibout the age from LRG spectra using
ULy SS and in Section 4 we present our method to obtain the OHD frdaxgages. A cosmology
constraint using all available OHD including our four newesris given in Section 5. Finally, in the
last section, we discuss the limitations and prospects ofesults.

2 SOURCE SELECTION FOR OUR SAMPLE OF LRGS

It is important and necessary to select a large homogenemsé/ply evolving sample of LRGs to
obtain the age-redshift relation. The Sloon Digital Skyv@yr(SDSS) (York et al. 2000; Stoughton
et al. 2002; Abazajian et al. 2003) is currently the largasttpmetric and spectroscopic sky survey,
which includes five-band images over‘l@eg with accurate photometric calibration and spec-
troscopy of 16 galaxies (Abazajian et al. 2009). The SDSS spectroscopi@gconsists of two
samples of galaxies selected with different criteria, Wwhéce named the MAIN sample (Strauss
et al. 2002) and the LRG sample (Eisenstein et al. 2003) céisply. The wavelengths for these
galaxy spectra range from 38@0to 9200A with spectral resolution/(A\) = 1850-2200. Using
dedicated software, the SDSS project has calibrated thetrapélux, and converted the reference
and spectra to the heliocentric frame and the vacuum wagtiismespectively.

We chose the sample by applying LRG selection criteria gibgnSDSS Data Release 7
(DR7) which are: (i) Selecting galaxies from the Catalog Ave Server (CAS) database with
the TARGET_GALAXY_RED flag. (ii) The signal-to-noise ratio (S/N) of thewaveband should be
greater than 10. (iii) The restrictions should satisfecCl ass = * SPEC. GALAXY' ,zStar =
“XCORRHI C ,zWarning = 0,eClass < 0,z < 0.4andfracDevr >0.8.ThelLRG
selection criteria of SDSS (Eisenstein et al. 2001) aredasethe color and magnitude to yield a
sample of luminous, intrinsically red galaxies. Howevie sample selected from SDSS according
to Eisenstein’s selection criteria is not very homogene&usthermore, we use the sample from
Carson & Nichol (Carson & Nichol 2010) with a constraint otNSAs S/N has an impact on our
next fitting step, it is necessary to demand S/N infhband to be greater than 10. 17 832 selected

1 ULySSis available athttp://ulyss.univ-lyoni.fr/
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Fig. 1 Redshift distribution of 17 832 LRGs.

quiescent, luminous red galaxies based on the Carson & Nszmople method from SDSS DR7
cover the redshift range from 0-0.4. The redshift distidoudf our sample is shown in Figure 1.

Compared to other works where LRGs are selected based oimashe Carson & Nichol sam-
ple calibrates, for the first time, the SDSS spectra on thé&/litage Dissector Scanner system.
Their general selection criteria are as follows. First obtd&kGs from CAS as outlined in Eisenstein
et al. (2001). Constrain the spectrum using standard emnisisies such as &, HG and Olll 5007 to
increase the number of truly quiescent galaxies. To fullyyse physical properties such as velocity
dispersion and absolute luminosity of these LRGs, throwgtecting velocity dispersions for aper-
ture effects and performin§ + e corrections to the magnitude, four subsamples are prodwited
different absolute magnitudes and velocity dispersions.ah explicit description of this method,
please refer to Carson & Nichol (2010).

3 AGE-REDSHIFT RELATION

We proceed to describe our way of obtaining age informatioh RGs. There are many methods to
find the age and metallicity of stellar systems from a spectisuch as SED fitting, spectrophoto-
metric indices (e.g., Lick, Rose indices) and full spectfiitting (Koleva et al. 2008). In this paper,
we adopt the full spectrum fitting method to analyze the ptalgiroperties of stellar populations.
Full spectrum fitting, which makes use of all the informatemmtained in the signal, is insensitive
to extinction or flux calibration errors and independentaf shape of the continuum. We adopt the
open-source software packagity SS, to explore the history of stellar populations.

ULy SSis a full spectrum fitting package developed by a group at thigdysité de Lyon (Koleva
et al. 2009b). Its goal is to seek the minimyrhin the process of fitting an observed spectrum with
a model spectrum in the pixel space with the MPFIT functiomewfitting the observed spectrum
(Fobs(N)), the package uses a linear combinatiort afon-linear components (CMPwith weights
W, to approximate it. In this process, the composite model ssifddy convolved with a line-of-sight
velocity distribution (LOSVD), multiplied by am*™ order polynomialP,, (\) and summed with
another polynomiad),,,(\) (for more details please refer to Koleva et al. 2009b)

i=k
Fups(A) = Po(A) x {LOSVD (vsys, 0, h3,h4) @ > WiCMPy(ay, a2, as, ., )} + Qm(N). (2)
=0
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For the study of a stellar population, the CMiB characterized by age and [Fe/H]. It uses
the Levenberg-Marquardt routine to evaluate parametdralividual CMP, and the coefficients of
P,()\) and@.,(\) (Koleva et al. 2009b). This method has already been sucdhstfsted in Wu
et al. (2011). The reliability and robustness of usltig/ SS for the study of the history of a stellar
population has been verified (e.g., Koleva et al. 2009c,a).

3.1 Model Selection and Matching Resolution

There are several population models and in our paper, ard tifrthem are provided by the pack-
ageULySS: Pegase-HR/ELODIE3.1, Galaxev/STELIB (hereafter BCG8) ®azdekis/Miles. The
information about these models is listed in Table 1. Kolehal.2008) also test these three models
and verify their reliability.

Table1 Information on the Three Models

Model Library Resolutionk) Wavelength &)  Age (Gyr)  [Fe/H] (dex) IMF

Pegase ELODIE3.1 0.55 4000 — 6800 0.1 —20 —3.21 — 1.62 Salpeter
Galaxev STELIB 3 3200 — 9500 0.1 —-20 —23-04 Chabrier
Vazdekis MILES 2.3 3525 — 7500 0.1 -17.5 —1.7-10.2 Salpeter

The full spectrum fitting uses the redundancy of the spectrndithe multiplicative polynomial
could decrease the influence of flux calibration and Galastiicction. On the other hand, the fitting
method is more sensitive to the wavelength range of the spaciThe spectra from SDSS span the
wavelengths from 3808 to 9200A, but as we can see, only the wavelength range of BC03 could
cover the whole wavelength of spectra from SDSS. After camapa of the three different models,
we choose BCO03 as a reliable model to use.

The first step in fitting is to match resolutions between theeoled spectra with the model we
chose. There are two ways for matching, either by transfuogrfie resolution of the model or the ob-
served spectrum. In our paper, we choose to transform thelpoavided byULy SS by including a
relative line spread function (LSF) between our spectrucitha model. When determining the LSF,
we make use of the template stars, available fratp: //mww.sdss.org/dr 7/algorithms/vel disp.html
as standard stars. We perform a fifth order linear interfiah wavelength and convolve with the
model. In this way, a new matching model is generated, asdihole process can be accomplished
through functions inJLy SS (Koleva et al. 2009b).

3.2 Single Stellar Population Fit

Itis essential to study the stellar population of galaxi®sd want to reconstruct their star formation
history. We fit the spectrum with an SSP for the following was Firstly, LRGs are believed to be
drawn from the same parent population with the largestifsaaif their stars being formed from a
single burst. Secondly, SSPs that show equivalent pr@sastirrespond to a “luminosity weighted”
average over the distributions. Thus with a single SSP dittmgeneral view of a galaxy can be
obtained (Du et al. 2010). We carry out an initial study of-algéng using the stellar population
models of Bruzual & Charlot (2003); Stern et al. (2010) tothgsize spectra, a process which is
also provided byJLy SS.

But when interpreting the galaxy spectra, we find that théailhvalues of both age and metal-
licity tend to affect the fitting result. It is difficult to reave such influences, especially in low
resolution spectra (Du et al. 2010). The fitting providedhy SS starts from a point (initial value)
in the parameter space (age and metallicity), thereforemghasize the importance of this point
in the fitting process which may only find a local minimum. Irder to identify and understand
the age-metallicity degeneracy and effects of local mimations, we analyze the age-metallicity
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Fig.2 Best fit with the BCO3 model and the residual spectrum for axgalThe top panel shows
the spectrum in black and the best fit in blue. The red regiomsegected from the fit and the indigo
line is the multiplicative polynomial. The bottom panel glsothe residuals from the best fit. The
continuous green lines represent thedeviation. The dashed green line shows a residual value of
zero.

degeneracy and construckd map, which is a function provided ByLy SS. Thex? map is a visu-
alization of parameter space, and the goal of this map isve@aigrid of nodes in a 2-D projection
of the parameter space. Té map returns the minimization of each node (Koleva et al. )08
subsample of 164 LRG spectra from redshift 0.03 to 0.179dsgssed by building thejy? maps.

It has been discovered that the metallicity of LRGs are aest with the assumption that selected
galaxies are thought to have similar metallicities (Jinzegieal. 2003) which range between about
0.1 dex and 0.2 dex.

ULYSS can provide various points in the parameter space as indiales, that is to say, if
the number of points is sufficient, it is possible to find thebgll minimization and thus break the
degeneracy. We set the range of our metallicity to be 0.1d@x2for every galaxy in our sample,
while the range for age is from 5000-11 200 Myr. Figure 2 shihesest fit with the BC03 model
and the residual spectrum for a galaxy when a specific grouptal values is given.

For each galaxy, groups of age and metallicity values caroliected as results. We ignore the
metallicity and just focus on age. To identify accurate ealfor the age of each galaxy, we base our
selections on the minima}? criterion. In particular, if all fitted ages for a single gayeexceed the
age of our Universe, it is not acceptable. There are sevesiabns that can cause this situation, such
as low resolution of spectra and model dependence. In tirgfitrocess, we set a limit such that
a + o < 16 Gyr, whereqg is the fitting age and is the error, to exclude the situation where the age
of a galaxy exceeds the age of the Universe. The fitting résaliown in Figure 3. For clarity, ages
less than 7 Gyr have not been plotted. In this figure, a cleadtthat the ages of galaxies decrease
with the redshift is displayed.
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Fig. 3 Fitting results of the 17 832 LRGs. For clarity, the ages thas 7 Gyr have not been plotted.
The lower line shows the theoretical age of the Unive(sg for a ACDM model with(2,,, = 0.29
andHo = 69 km s~* Mpc™*. The upper line indicatez) + 3 Gyr, where the 3 Gyr comes from
the systematic errors. A clear trend is present: the oldgst af the galaxies decrease with redshift.

4 THE DETERMINATION OF OHD

According to Equation (1), the slope of the linear fitt¢f; ), which is the oldest age at redshift
is directly related to the Hubble parameter. That is, the eilparameter at.g, H(zer), can be
calculated by formuld (zeg) = —[1/(1 + zenr)](At/A2) 7L, wherezeg = (2max + Zmin)/2-

Mathematically, the value oAz = z,.« — zmin Should not be too large, so we divide our
data into four redshift region$.03 < z < 0.11, 0.08 < z < 0.16, 0.16 < z < 0.24 and
0.24 < 2 <0.32.

To calculatet(z;) for each subsample, we adopt a common bin-dividing methakk The first
subsample for example. We divide it into several bins from 3, select the oldest galaxy from each
bin as a set of(z;) and fit the corresponding points @f;) with a straight line to get a candidate of
OHD in this subsample. Here we gkt candidates of OHD in this subsample. The number of bins
corresponding to the selected candidate is calleg,.. Three parameters are used here for selecting
the most suitable number of bins that we choose: SSfr the mean squared error where SSE is
the sum of squared errar,,,.. /slope for the relative error in the fitting result of the slope aid, -
for the goodness of fit. The remaining subsamples follow #mesmethod.

Here we explain our reason for choosing the above three pdeasas the criteria. Imagine
that a line that defines an envelop can be obtained naturilyideal data, therefore, we should
take the number of bins to be as large as possible. Unfortunately, for the real daseenvelop
strongly fluctuates. This is due to the existence of “fal@est galaxies,” which formed too late to
be considered as a “cosmic chronometer” compared with th@d & other redshifts. Therefore,
largen would increase the risk of selecting the “fake-oldest galsixas a “cosmic chronometer.”
That is what the parameter SGEcan indicate, with valué representing the ideal case. Conversely,
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too smalln represents large statistical errors, which are evaluagettid parametesope /slope.
Moreover, P~ > is calculated to represent the goodness of fit. Taking theetiparameters into
account, we finally obtain the value of,.s; for each subsample.

In every subsample, we expect thg.; satisfies the smallest S$k, the largest > and the
smallest absolute value of)../slope. In the first subsample, the= 6 case satisfies the criterion
perfectly, as does = 7 in the second subsample and= 6 in the third subsample. For the fourth
case, judging thegpe/slope first, we can see that both= 10 andn = 12 share the smallest value.
Then, considering the second parameter S6ke chose: = 12 for a smaller value. Besides, its
P, is also satisfied.

Figure 4 shows the oldest ages in each bin when we divide tieasuples into their correspond-
ing npest biNS and their optimal fits are also plotted. We will nextautuce how we derive the best
parameters for linear fitting and their error bars.

When we fitn sets of data4;, t;) with a straight linet = kz + b and the error of; is o;

(i = 1,2, ...,n), the best parameters for the linear fitting are obtained ioymizing the 2

- ti — kZl —b 2
X2 _ Z ( — ) ) (3)
i=1 g

To get the error fory, we must rewrite Equation (3) as follows so that we can edéreerors for

the regression parameters
n 2
Z<——k——b > . (4)
. Uz

This form of 2 is the same as that when we fit the datatgf4;,z; /o, 1/0;) with a linear function
of g =kZz + b% with the same method for minimizing?.

Then, using the well known formula for confidence intervdlsegression coefficients at a con-
fidence level ofl — « (seeing any textbook on regression such as He & Liu 2011, dtaild), we
can get the error of which can be regarded ag (i.e. ogiope in Table 2)

Ok = Oslope — |t(a/27 n—2)| % X SSE7 (5)

where [t(, /2, ,—2)| is the absolute value of the inverse of Student’s t Cumudabistribution
Function withn — 2 degrees of freedom for the corresponding probabilities 2, which can be
calculated with function of tinv in MATLAB and thé€/(1, 1) is the element in the first row and first
column in the inverse of the following matrix

n 212 no oz
275 25
=1 Ui =1 Uz

0oL o ©6)

In addition, the steps above can be easily performed by MAS TAolboxes.
With Equation (1), we can get the relation between the erfdf ¢:) andogiope

1 1

_ 7

OH 1+ ot O_SQIOpC ) ( )

with which the error offf (2) is finally calculated.
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Fig.4 The oldest ages in each bin when we divide the subsampleshi@itocorrespondinguy,est
bins and their optimal fitted results. The solid line represahe best fitting for each subsample.
In the first subsamplezmin = 0.033, zmax = 0.109 andze.x = 0.07. In the second subsample,
Zmin = 0.090, Zmax = 0.156 andz.g = 0.12. In the third subsamplemin = 0.170, zZmax = 0.236
andz.g = 0.20, and in the forth subsamplemin = 0.243, zmax = 0.315 andz.sq = 0.28.

Table 2 Fitting Results

n | 4 5 6 7 8 | 5 6 7 8 9
—Odope/slope | 0.64 044 028 031 028 049 145 038 054 074
SSE/n 0.053 0.076 0.049 0106 0.0940.251 0.964 0.319 0.802 1.575
Py 2t 0.900 0.945 0.990 00980 0.9980.969 0.915 0.997 0.992 0.980

n | 4 5 6 7 8 | 10 11 12 13 14
—Odope/slope | 1.08 043 041 050 044 041 043 041 043 043
SSE/n 0.028 0019 0017 0034 0.0310.208 0113 0.175 0.163 0.211
Py 2t 0.945 0.992 0.999 0999 0.9991.000 1.000 1.000 1.000 1.000

Notes:t Too large ofP>X2 values in these two subsamples result from too large ofridre two other parameters
are taken into account mainly because of the very CIB§§2 in this subsample.

5 COSMOLOGICAL CONSTRAINTSFROM OHD

Now we have a total of 25 available OHD which are listed in €&®hnd plotted in Figure 5. Using
these 25 OHD, we constrain the cosmological parametersba&siefit parameters of the model via
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Fig.5 All available OHD points. The solid line plots the theoratitHubble parameteHsq as
a function ofz from the spatially flatACDM model with©2,, = 0.3, Q4 = 0.7 and Hy = 72
km s™* Mpc™!. The OHD points are listed in Table 3.

OHD are determined by minimizing the’

N
Hops(2i) — Hin(zi
XOHD pmodel Z b th( )) ) (8)

i=1 Uobs 7

wherep,,.4.1 IS @ vector of free parameters. Based on the basic equagdingd) theACDM model,
we have the following two models: for a flAtCDM (2, = 0),

Hin(2) = Ho/Qn (1 +2)3 + (1 — Qy) with P gac = (. Ho);
for a non-flatACDM,
Hun(2) = Ho/Qun (14 2)3 4+ Qa + (1 = Qp — Q) (1 + 2)2,

With pron—fiat = (24, Qm, Ho). For both models, the likelihood function can be writterlas exp
(—xdup/2)-

We use the MCMC method to calculate the likelihood in the petelent parameter space.
Markov chains are generated and analyzed via the Python MCMe —Pynt. The parameter
H, and the density paramet& = (Q,,,, Q) are treated as independent parameters in these two
models (Wei 2010), and all of their prior distributions ae¢ ® be a uniform distribution (Table 4).

Figures 6 and 7 show the one-dimensional marginalized pitityadistribution for each pa-
rameter in the diagonal entries and the two-dimensionagmalized confidence regions in the off-
diagonal entries of the flatCDM model and non-flahCDM model respectively. The respective
confidence regions8.7%, 95.45%, 99.73%) for each parameter are calculated. The best fit pa-
rameters are indicated in the contour plots with vertical laorizontal lines.

To compare the results of constraining the “new version OkIdh the results of adding the
new points we obtained in this paper and the “old version Ok#ige Table 3 for details), we display
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Table 3 All Available OHD

z H(z)' oyt Reference
0.090 69 12 Jimenez et al. (2003)
0.170 83 8 Simon et al. (2005)
0.270 77 14 Simon et al. (2005)
0.400 95 17 Simon et al. (2005)
0.900 117 23 Simon et al. (2005)
1.300 168 17 Simon et al. (2005)
1.430 177 18 Simon et al. (2005)
1.530 140 14 Simon et al. (2005)
1.750 202 40 Simon et al. (2005)
0.480 97 62 Stern et al. (2010)
0.880 90 40 Stern et al. (2010)
0.179 75 4 Moresco et al. (2012)
0.199 75 5 Moresco et al. (2012)
0.352 83 14 Moresco et al. (2012)
0.593 104 13 Moresco et al. (2012)
0.680 92 8 Moresco et al. (2012)
0.781 105 12 Moresco et al. (2012)
0.875 125 17 Moresco et al. (2012)
1.037 154 20 Moresco et al. (2012)

0.24 79.69 3.32 Gaztafaga et al. (2009)
0.43 86.45 3.27 Gaztafaga et al. (2009)

0.07  69.0 19.6 tt
012 686 26.2 t
020 729 29.6 1t
028 888 36.6 t

+ The unitis km s Mpc—1. + Work in this paper.

Table4 The Prior Used for Model Parameters

Model Parameters Prior Distribution
Qm Uniform (0.0,1.5%
Qp Uniform (0.0, 2.5}
Ho Uniform (50, 100}

1 Uniform (lower limit, upper limit) stands for a uniform
distribution in the interval [lower limit,upper limit].

both results in Figures 6 and 7 with different colored lineslistinguish them: the red lines refer to
the “new version OHD” and the blue ones denote the “old ver&éiD.”

The constraints in Figures 6 and 7 show the good performancesnstrainingACDM. In
Figures 6 and 7 the 1-D marginalized constraints are moirgstnt than the old one and for the
same model the contour plots against the same pair of pagesitetve a smaller region at the same
level of confidence. Since the number of newly added poinssnall, the amount of shrinkage is
also small.

6 CONCLUSIONSAND DISCUSSION

In this paper, we present our measurements of four new OHBptants from the ages of passively-
evolving galaxies at redshift< z < 0.4. A large sample of spectra from LRGs has been fitted by us
with SSP models and an age-redshift relation is obtainedd@pdayed. By computing the relative
ages of these LRGs, we gain four new OHD data points. Comdpithiem with 21 other available
OHD points, we constrain cosmological parameters usingufftated dataset of OHD. It should
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be mentioned that similar work (Liu et al. 2012) used the SD&S to constraint, a particular
value of the Hubble parameterat= 0. We hope to give a tighter constraint on cosmology param-
eters with our new OHD data points. Unfortunately, these fmints give limited improvements
for constraining cosmological parameters more accurdtelyause of the relatively large error bars
associated with these points.

Here, we explain the possible reasons. Firstly, the low S/khe spectra from SDSS leads
to a large uncertainty when calculating the age of the gataxtombining spectra from various
observational project may be a solution, as discussed ianBmet al. (2003); Stern et al. (2010).
Comparing our points with previous ones, especially thosgiinon et al. (2005) and Moresco et al.
(2012), although there is a large difference in terms of ey we would like to illustrate the
following. One is a theoretically good method to obtain the af an LRG in Moresco et al. (2012).
Still, there are many problems in the method that need to lvedoThe other is that the results from
Simon et al. (2005) are more accurate than ours because igiheuality of their spectra. OHD in
Stern et al. (2010), whose quality of spectra and methodtofdispectra are similar to ours, share a
comparable degree of accuracy with us, which also demdestiiae objectivity of our OHD.

Second, as our selected LRGs are incomplete and unabledoalbwld galaxies in the Universe,
there could be some difficulty in tracing the “cosmic chromtens.” That is to say, the oldest age in
our sample may not represent cosmic age at that redshif. shtwuld be improved through future
redshift surveys and lead to successful realization of ifferdntial age method. In addition, as
high S/N is essential for a precise fitting which determirtes age of galaxies, we suggest that
the accuracy of OHD would be improved if the S/N of spectragases. We employLySS to
reconstruct the stellar population of galaxies. Thoughrdfeistness oflLy SS has been illustrated,
the fitting may still be a local minimum because of the limdatof good initial values. There
has been significant advancement in modeling stellar ptipokof LRGs and we expect these to
improve the accuracy of this process in the future.

The number of OHD is still small compared with SNla data SEt& advantages of constraining
cosmological models with OHD (Jimenez & Loeb 2002; Maor e@D1) have been demonstrated,
therefore increasing the number of OHD is imperative. OH&y@Imost the same role as that of
SNIla for the joint constraints on theCDM model. The number of OHD points will be extended
in further decades with more and deeper observations okigaland at that time the OHD set
alone will be capable to be used in place of current SNla ddatga(Ma & Zhang 2011). Fortunately,
we have seen that the proposed observational plan to coadiaridage-Loeb test (Corasaniti et al.
2007) can be used to extend our knowledge of cosmic expaims@man even deeper redshift. Finally,
we think it is reasonable to expect that OHD will complemexitss BAO and weak lensing and help
us derive more information about the evolution history of Ouniverse.
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