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Abstract In a solar flare or coronal mass ejection (CME), observatidnise subse-
guent interplanetary shock provide us with strong eviderigerticle acceleration to
energies of multiple MeV, even up to GeV. Diffusive shockelecation is an efficient
mechanism for particle acceleration. For investigatirggghock structure, the energy
injection and energy spectrum of a CME-driven shock, wegrerfa dynamical Monte
Carlo simulation of the CME-driven shock that occurred o6&@December 14 using
an anisotropic scattering law. The simulated results ofttexk’s fine structure, par-
ticle injection, and energy spectrum are presented. We ffiatdaur simulation results
give a good fit to the observations from multiple spacecraft.
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1 INTRODUCTION

It is widely accepted that there are two classes of solargetierparticle (SEP) events, although
recent observations indicate that the actual processeberayich more complicated (Pick & Vilmer
2008). The first class is normal impulsive SEP events, whietcannected with a large solar flare
(Miller 1997). The second class is gradual SEP events, whielresponsible for diffusive shock
acceleration (DSA) associated with fast coronal massiejec{CMES) (Cane et al. 1991; Yan et al.
2006). In a region where solar magnetic connection occli; £and flares are two manifestations
of the same magnetic energy release process (Wang et al. 2198 et al. 2001, 2007). Both CMEs
and flares result in particle accelerations that constgntS8EP event. However, which manifestation
dominates the particle injection is still not clear (Li et2009; Le et al. 2012; Qin & Shalchi 2009).
Some numerical models suggest that particle accelerafionsa combination of both flares and
CME-driven shocks provide much better fits to the in-situestaations. Since the process of particle
injection is connected with complicated nonlinear effanilved with particle acceleration and
also there exist different mechanisms of injection in battcpsses, we propose a numerical model
only involving a shock to calculate the particle injectionthe CME-driven shock. We expect that
this model would be helpful for understanding the partinjeétion problem in SEP events.

DSA theory was first introduced in the late 1970s (Krymskii Z9Axford et al. 1977; Bell 1978;
Blandford & Ostriker 1978). In the past several decadeseasional data from many spacecraft
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have increased and investigated the nonlinear diffusieelslacceleration (NLDSA) mechanism,
which is the most efficient accelerator in many astrophysiod space environments (Bednarz &
Ostrowski 1999; Malkov & O'C Drury 2001; Bykov et al. 2009; Byv & Treumann 2011; Lu et al.
2006; Zhang et al. 2006). With the development of technologgd in observational equipment, es-
pecially for spacecraft working in deep space, there haea beany models that describe the various
nonlinear interactions with the DSA. Several main appreadhbr studying the NLDSA include: the
two-fluid model (Drury & Voelk 1981; Drury et al. 1982); the merical model (Berezhko & Volk
2000; Kang & Jones 2007; Zirakashvili 2007; Verkhoglyadewal. 2010); the stationary or dynam-
ical Monte Carlo model (Ellison & Eichler 1984; Knerr et aB96; Vladimirov et al. 2006); and
the semi-analytical model (Malkov et al. 2000; Caprioli et210). Among these approaches, the
Monte Carlo method addresses the nonlinear effects of DS&sbyming that the entire population
of particles undergoes a random walk under a certain soajtienw (Ellison et al. 1990; Knerr et al.
1996; Wang & Yan 2011a).

There are three important non-linear processes of DSAytircluding particle injection, parti-
cle confinement, and shock robustness (Malkov & O’C DruryZ2®0 2009). Owing to the fact that
walking processes of the particles can be controlled smiistently in the Monte Carlo method, the
Monte Carlo method has an advantage for simulating parijéetion. We have already studied
the energy translation processes of an Earth-bow shock tissndynamical Monte Carlo method
with multiple anisotropic scattering angular distribuiso(Wang & Yan 2011b). We find that the
acceleration efficiency increases as the dispersion ofdhttesing angular distribution increases
from an anisotropic case to an isotropic case. Here, we withér investigate this important par-
ticle injection problem in the CME-driven shock using thendynical Monte Carlo method. There
exist a few different properties between the Earth-bow klaoad the CME-driven shock: Firstly, the
Earth-bow shock has a stationary downstream bulk flow buE¥&-driven shock has a dynamical
downstream bulk flow; Secondly, the CME-driven shock froa bin opposite direction compared to
the evolution of Earth’s bow shock; Thirdly, the CME-drivemock has the structure of an extended
plane shock front near the Earth, but the bow shock front fE@rth has a stationary geometry. We
predict those differences would produce different noedinproperties including evolution of the
shock’s fine structure, energy injection rate and even splesttape of the energy. This paper will
focus on understanding some of the non-linear properti¢éseoplanetary CME-driven shock. The
shock event that occurred on 2006 Dec 14 was fortuitous asviges us an opportunity for apply-
ing code from the dynamical Monte Carlo package, which waldeed on the Matlab platform
(Wang & Yan 2011a).

This paper is structured as follows: in Section 2, we prei@maispecific observations for the
2006 December 14 CME-driven shock event. The detailed gisar of the method is given in
Section 3. We present the simulated results and discusisi@ection 4. Finally, Section 5 presents
the summary and some conclusions.

2 OBSERVATIONS

An unusual group of CME-driven shock events that occurrathdusolar cycle 23 was observed
in December 2006 at the solar active region 10930. Halo CMEewbserved by the LASCO
coronagraphs in association with the events of 13 and 14reee with speeds of 1774 kmsand
1042 km s'!, respectively. Because the 14 December solar event was beagnetically connected
to the Earth, it provided the best opportunity for testing ttonlinear effect and efficiency of the
DSA mechanism. As shown in Figure 1, an overview of key patanabservations from the Proton
Monitor (PM) instruments on Wind/SWE for the CME shock eveii2006 December 14 is given in
detail. This event originated on the western hemisphereso$un. It showed an abrupt fluctuation in
intensity of proton density and thermal speed of the soladwduring the decay of the 13 December
solar event. The initial particle increase following the Décember solar event was seen in the
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Fig.1 The plot shows the key parameters of the 2006 December 14 slvent observed by the
Wind spacecraft. The data come frdmtp://cdaweb.gsfc.nasa.gov/cdaweb.

higher energy range, as expected from velocity dispersibere was also a higher background
in the lower energy range associated with the 13 Decembar seént and the related shock (von
Rosenvinge et al. 2009). Simultaneously, many spikes wsoalatected that were superposed on the
radio continuum in the frequency range 2.6—3.8 GHz recobyedigital spectrometers of National
Astronomical Observatories, Chinese Academy of Scienld@©C). These spikes were found to
have complex structures associated with other radio bigisasires connected with observations of
the in-situ SEP event (Wang et al. 2008).
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Fig.2 The upper panel represents the proton density profile vegipn at the end of the simula-
tion. The middle panel denotes the solar wind’s thermalaigtgrofile in the local frame vs time.
The lower panel indicates the speed of the bulk flow profilevgasition at the end of the simula-
tion. The vertical lines in the upper and lower panels botiwsthe final position of the free escape
boundary at the end of the simulation.

Both Wind and ACE were in orbit around thel Lagrangian point about 1.5 million km up-
stream of the Earth. Similar intensity modulations wereeolsd by Wind and ACE. As has also
been noted by Mulligan et al. (2008), the variations in theipla intensity and smooth magnetic
fields observed by near-Earth spacecraft occurred duriagntierplanetary coronal mass ejection
(ICME) driving the shock on 14 December which was relatedh&ol3 December solar event. Solar
wind observations from ACE show evidence of the presenckeof@ME, which had an enhanced
magnetic field and a smooth rotated “magnetic cloud” in thstn@gam shock and the intervening
sheath region, respectively. According to the magnetiaatlest compiled by Wind, the axis orien-
tation of this “magnetic cloud” wag = 27°, ¢ = 85°. In addition, Liu et al. (2008) estimated that
the direction of “cloud’s” axis wag =—57°, ¢ = 81° in Geocentric Solar Ecliptic (GSE) coordi-
nates. Thus, both agree that the axis was closely alignettaveast but differ about whether it was
inclined north or south, most likely because differentiméds were considered in their analyses.

Figure 2 shows a group of profiles of the physical parametethe simulation. From top to
bottom, the upper panel shows the proton density profilesvgasition. The proton density is rep-
resented by the scaled value. The enhanced density fluxexpfyaappears in the position of the
shock front. The density in the downstream region is aboettfimes higher than in the upstream
bulk flow that was not affected by the shock. By comparing treqn density profiles between
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Table1l The Parameters of the Simulated Shock

Simulated Parameter Dimensionless value Scaled value
Upstream bulk speed Uy, = —0.4467 —600 kms1
Downstream bulk speed Uq = —0.7742 —1042 km s~ !

Physical Relative inﬂow velocity AU = 0.3275 442 kms!

Inflow sonic Mach number M =17.5
Thermal speed vo = 0.0342 46 kms!
Scattering time T =0.3333 0.052s
Box size Xmax = 300 10Re
Total time tmax = 2400 6.3 min
Time step size dt =1/30 0.0053s

Numerical NL_J_mber o_f zones ng = 600 -
Initial particles per cell ng = 650 S
FEB distance Xtep = 90 3Re

Notes: The physical parameters are taken from the Wind spafteand the numerical
parameters are derived from the 2006 December 14 CME-dsieck.

Figures 2 and 1, the simulated downstream bulk flow has atligigher proton density than in the
observed downstream bulk flow. The middle panel in Figureribtiss that the thermal velocity pro-
file evolves with time. The profile at time~ 600 (it is zero before timeé < 600 in the simulation,
taking account of the injection from the pre-inflow box) iaity has a Maxwellian thermal velocity
of vy = 46 km s~! until it is shocked. After the profile is shocked, as shownhie iiddle panel
of Figure 2, it reaches an average thermal velocity of arqupgl = 300 km s~ till the end of the
simulation. Also the thermal velocity profile shows a sligtérger enhancement than that from the
observation by the Wind spacecraft. Although the simulatedon density and the thermal veloc-
ity of the solar wind are slightly larger than those from intobservations, we suggest that this is
caused by an insufficient number of particles in the simaitatiVe have demonstrated this using a
series of simulations with different initial numbers of ficles per cell. The lower panel indicates the
profiles of the bulk flow speed vs its position at the end of iheutation. The profile shows an up-
stream bulk flow speetl, = —600 km s~! and a downstream bulk flow spe&d = —1042 km s~!
which are consistent with the observations.

3 THEMETHOD
3.1 Physical Model

We consider a plane-parallel shock where the supersonicrfiowes from the Sun to the Earth
(in the rest frame) along the-axis direction. The shock was observed by the Wind, SOH@, an
ACE spacecraft near the Earth at the location of the first&agian point.1 ~ 1.5 million km (~
250R., whereR, is the radius of the Earth) upstream of the Earth on 14 DecerAbdrajectories

of the spacecraft on the 348th day corresponding to 2006leeel4 are shown in Figure 3. With
the CME-driven shock propagating from the Sun alongxais to the Earth, its shock front was
encountered by Wind, SOHO, and ACE spacecraft locateddgg between the 258, and 18R,
upstream from the Earth. These three spacecraft moved &B&uytin their orbits on the 348th day.
The distances of all these spacecraft from the Sun-Eaghnigre within 5®, along theYgsg and
Zasg directions. The 2006 December 14 shock event originated fiee western hemisphere of
the Sun with an interplanetary “magnetic cloud” axis oréian ofd = 27°, ¢ = 85°. The actual
trajectory of the Wind spacecraft at that moment was jugi¢anto the Sun-Earth line at an angle
¢ = 80° as shown in the lower panel of Figure 3. From the perspecfitheoWind spacecraft,
the observed CME-driven shock is just a parallel diffusiieck, so its observations provided an
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Fig.3 The diagrams show the orbits of the near-Earth spacecradt.ofbital data are taken from
http://cdaweb.gsfc.nasa.gov/cdaweb.

example of a semi-parallel shock. In this case, we can appydgnamical Monte Carlo code to
understand the particle injection problem of DSA theory.

The important physical parameters of this simulation idelthe upstream bulk flow velocity
(Uy), the downstream bulk flow velocity /), the relative difference in bulk inflow velocityNU),
the inflow sonic Mach numbefl(4|/c;), which is 17.5 (where, = (vkT/m)'/?, ¢, is the upstream
sound speed), the upstream thermal veloeity=f (k7'/m)'/?], and the constant scattering time (
which is 2/5 times the scattering time,(= 0.13s) used by Knerr et al. (1996) in the simulation of
Earth’s bow shock. Since there are some differences in thekgdieometry between the CME-driven
shock (i.e. at th€.1 point) and the Earth-bow shock, we chose the scatteringQish&mes smaller
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The Schematic Diagram of the Simulation Box
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Fig.4 A schematic diagram of the simulation box. The left reflextixall produces the ICME-driven
shock that propagates from the left boundary to the righhtauy.

than that in the bow shock of Earth, which is equivalent to5atines larger free escape boundary
(FEB) distance than that in the Earth-bow shock. The spegificsical parameters and numerical
parameters are listed in Table 1 with their dimensionleksagaand scaled values, respectively.

3.2 Mathematical Model

According to the observed 2006 December 14 CME-driven shibeksimulation box can be de-
signed as a one-dimensional parallel shock along the @reof thex-axis. As shown in Figure 4,
the initial particles with a difference in relative bulk flaspeed AU) move from right to left. The
particles initially have a Maxwellian thermal distributiovith an initial temperaturelf, = moé /k)

in the local frame. To begin and maintain the shock simutatfarticles are assumed to flow into
the simulation box from the pre-inflow box at the right bouryd@hen, with the continuous flow of
particles moving forward one time step, only those pasieldich move into the main simulation
box are actually added to the simulation. This process atiyueads to a population of inflowing
particles that is weighted by flux. At the left boundary of e, a reflective wall acts to produce a
CME-driven shock moving from left to right. Considering thpeometry of the shock event from the
14 December shock, we just follow the parallel componenhef@ME-driven shock observed by
the Wind spacecraft.

Figure 4 also shows one typical particle and its lodgl)(or box frame V) velocity in the
upstream region and downstream region. The majority of icerning particles cross the shock
front only once from the upstream region to the downstreagioreand stay in the downstream
region. A small portion of the particles can effectivelytsenoff the resonant magnetohydrodynamic
(MHD) wave self-generated by the energetic particles attmeo the upstream region to re-cross
the shock front for additional energy gains (Liu et al. 2004jus an anisotropic energetic particle
distribution, but not a strict Maxwellian distribution, soduced in the diffusive regions. It is this
elastic interaction between individual particles and tbkective background that allows the Fermi
acceleration to occur.
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The position of the FEB could coincide with a location upaineof the shock where particles
are no longer able to scatter effectively and return to tloelshA reasonable FEB farther out in front
of the shock moves, accompanying the shock front, at the shimek evolutional velocityy,. As
shown by the shaded area in the middle of Figure 4, the carflsEB distance maintains a precursor
region in front of the shock for the particle acceleratidrarie particle archives the highest energy,
and exceeds the position of the FEB in front of the shock, litlvéi regarded as an escaped particle
and removed from the simulation system. According to theaanotion of the Wind spacecraft
over the duration, the spacecraft moved a distance of alf@t th their orbits on the 348th day.
To simulate the shock’s formation and evolution, the tatalth of the simulation box is set to be
10R., and the length of the FEB is set to B8R.. The scattering time is set to be= 0.052 s based
on the bow shock model of Earth (Knerr et al. 1996).

The important numerical parameters include the box sizg.(), the time to evolve the whole
system {max), the number of grid zonesi(), the initial number of particles per zonef, and the
size of the time stepdf). Because of the similarity with the plasma flow near Earté take some
numerical parameters from Earth’s bow shock model (Kneat.€t996). Specifically, the total box
lengthzma = 300 is divided inton, = 600 grids, with each grid length beinga = 1/2; the
total timet,.x = 2400 is divided inton, = 72000 steps bydt, with each step beindt = 1/30.

All numerical parameters are listed in Table 1. The physical numerical parameters constitute the
whole list of parameters used in the simulation. As showreibl& 1, each dimensionless value cor-
responds to its scaled value. The scale factors for distaeterity, and time aregc... = 10R./300,
Vscale = 442km s71/0.3275, andtscale = Tscale/Vscale, FESPECtively.

The simulations apply the same steps as the bow shock motiet &arth (Knerr et al. 1996)
including three sub steps: (i) All the particles move withittvelocities in the simulation box along
the direction of thes-axis. (i) Summations of particle masses and velocitieparformed over each
computational grid. (iii) The scattering angular disttibn law is invoked. The processes of particle
diffusion in the presented simulations are dominated by as&ian angular scattering distribution.
The scattering rate i®s = dt/7, which implies that only this fraction of particles is abtescatter
off the scattering center which is fixed in the backgroundifidihe candidate does not change its
route until it is selected to scatter once again, so theg@gimean free path is proportional to the
thermal velocities in the local frame with

A=TL 7. 1)

For an individual proton, the grid-based scattering cecter be seen as a sum of individual mo-
menta, so these scattering processes can be taken as@éistions. In an increment of time, once
all of the candidates complete these elastic collisions nlementum of the grid-based scattering
center is changed. In turn, the momentum of the grid-basstesing center will affect the momenta
of the individual particles in their corresponding grid lagé next increment of time. One complete
time step consists of the above three substeps. The totalation temporally evolves forward by
repeating this time step sequence. To calculate the sogtterocesses accurately and produce a
mean free path following an exponential distribution, tingetstep should be less than the scattering
time (i.e.dt < 7).

The scattering angles consist of two variabd#sandd¢. Once a particle has a collision with the
background scattering centers, its pitch angle becames) + 50, and the azimuthal angle becomes
¢’ = ¢ + ¢, wheredb is the variation in the pitch angktandd¢ is the variation in the azimuthal
angle¢. The pitch angle$ and#’ are both in the range < 6, ¢’ < «, and azimuthal angles and
¢’ are both in the range < ¢, ¢’ < 27 on the unit sphere. The variations in the pitch anifle
and azimuthal angléy are composed of the scattering angle, and its anisotropgsisribed by the
Gaussian functiorf (66, §¢). Here, we will just present the results of the CME-drivendhosing
the Gaussian distribution of scattering angles with a steshdeviation value of = .
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4 RESULTS
4.1 Data Analysis

Since an individual particle’s energy can be examined atgawsn time during the simulation, the
energy function over time can be obtained. At first, we canwdate the necessary energy functions
for further analysis. In this simulation, we obtained th@at@nergy function in the box, the energy
loss function that describes escaping from the FEB, andnileeted energy function which is the
summation of energy of the injected energetic particlemfthe downstream region at the local
velocity of V1, = Uy over time. Then, at the end of the simulation, we obtaineditia¢ values of the
total energylic = 3.5666, the energy los&,¢s = 0.2010, and the energy injectioh,; = 0.5464.
The final energy injection rat®&;,;, which represents the efficiency of acceleration, can beelefi
by the formula

Rinj = Einj/ Erot - (2

The injection rate is very important for a CME-driven shdoicause it is connected with the process
of how the shock distributes energy to accelerate cosmi¢C&) particles and “heat” the thermal
background plasma. By a series of simulations, we give aspd&iinjection rate with a value of
Rin; = 15.32% for the 2006 December 14 shock. Under this condition, weinlitee maximum
energy of a particle with the dimensionless valuelat,,.. = 20.2609 and the scaled value of
Enax = 3.8684MeV. In addition, because there exist some energy lossdmisiinulated system,
fine structures in the shock do not completely agree with ittieabservations. Finally, according
to DSA theory, the energy spectral index can be calculatsgédan the simulated compression
ratio (i.e.,I" = (r + 2)/[2(r — 1)]). We calculated the total energy spectral index with a value
T'yoy = 0.8406 and the vortex subshock energy spectral index with a valliggf= 1.1074.

Figure 5 shows the simulated energy spectra. The top pletshwe energy spectrum with the
“double-peak” structures averaged over the entire siradlabx at the end of the simulation. The
bottom plot shows an energy spectrum with a “power-law” aairaged only over the downstream
region at the end of the simulation. In this plot, the thickdsourve with a narrow peak represents
the initial Maxwellian thermal energy spectrum in the shivekne. As viewed from the top plot, the
double peaks imply that there exist two thermal particléritistions in the entire simulated box: the
left peak represents the distribution of the “heated” ddvaasn flow and the right peak represents
the Maxwellian distribution of the unshocked upstream flomoking at the bottom plot, we find the
final extended energy spectrum in the left side of the pargdars several tens of times wider than
that in the initial energy spectrum in the right side of thaglaThis means that there exists a large
temperature difference between the shocked downstredaonregd the unshocked upstream region.

As shown in Figure 6, the spectra recorded by ACE, STEREO S#IMPEX instruments ob-
serving protons in the two largest SEP events that occuresg@mber 2006 are reported. The particle
intensities started increasing at the beginning of the Sebdxer event and also at the onset of the
13 December event. These two events both have spectra thateoin a similar fashion beyond
~50MeV, as in the SEP event that occurred 2005 January 20 (Meetal. 2008; Wang et al. 2009;
Bartoli etal. 2012; Wang et al. 2010). The fitted shape of geesal energy distribution of the 2006
December 12—-14 events are shown in the right panel and tlo&rapi@dex is marked as a value of
E~197in the lower energy range. The predicted subshock energytrspendex (s, = 1.1074)
from our simulation is consistent with the observed enepgctral index in the lower energy range.
Owing to computational constraints on the size of the sitmuegrid, this simulated energy spec-
trum is only in the range from keV to MeV. We speculate thatgbeond “roll over” on the higher
energy spectrum could be obtained if a larger simulation $iz& were used. This will be inves-
tigated in a future simulation. There are two conditionsgasging that the “roll-over” would be
reproduced at high energy:
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The Energy Spectrum in the Entire Region
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Fig.5 The extended energy spectra in the two plots are calculatrttioe entire simulation region
(top) and only the downstream region at the end of the simulabottigim). The solid extended curve
with a “power-law” tail in each plot represents the final skext energy spectrum. The thick curve
with a narrow peak denotes the initial Maxwellian energycspan.

(1) The FEB distance controls the maximum diffusive leng#h FEB = Aax = 7 - Prmax)- IfWe
enlarge the FEB distance and the size of the simulation bex;auld obtain a largeP,,. in
the new simulated system.

(2) In Figure 6, we can see the first power l&wv %7 as the input function of the second power
law E—2-45 at the high energy range. Moreover, in Figure 5, we can seleghted Maxwellian
thermal distribution, which would be represented by a sinplower lawE—°-> averaged over
the respective energy range, as the input function of thiegirser law £ —1-1074,

4.2 Shock Structures

At the end of the simulation, the derived parameter valuegasen as follows: the shock position
Xsn = 121.5, the FEB positionX; = 31.5, the shock’s evolutional velocityy, = —0.0744, the
subshock velocity,;, = 0.2103, total compression ratig,,; = 5.4034, subshock’s compression
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The Temperature Profiles in the Shock Region
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Fig.7 The mesh plot represents temperature profiles of the ewakitbulk flow in terms of their
positions over time. The lower temperature represents pegeam bulk flow. The higher temper-
ature represents the downstream bulk flow. The obvious awrtdaces the positions of the shock
front with time.

ratiorg,, = 3.4697, total energy spectral indék,, = 0.8406, energy spectral index of the subshock
Tsup = 1.1074, particle injection rate?;,; = 15.32%, energy los€),ss = 0.2010, the local velocity
of the particle with maximum energy Liax = 20.2609, and the maximum energy of the particles
FEinax = 3.8684 MeV.

We present the evolution of the entire shock with the tentpeggrofile of the time sequences as
shown in Figure 7. The supersonic continuous inflow with atieiiiViaxwellian thermal velocityg
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in each grid evolves from the beginning to the end of the satih. Their kinetic energies are trans-
lated into random thermally-energetic particles by theath” processes in the downstream region
resulting in a distinct enhancement of the temperaturelpsoiin the shock front with time. The
profile of thermal temperature shows the averaged upstremperature of, = 2.5 x 10°K and
the averaged downstream temperaturé,of= 9.0 x 10° K. This means that the CME-driven shock
can “heat” the background plasma efficiently and providefitts&-order Fermi acceleration mech-
anism by crossing the shock front to accelerate the pastielbich are injected from the “heated”
downstream region into the precursor region.

The complex fine structure of the shock front at the end of ittnellation is shown in Figure 8.
The final evolutional positions of the FEB and the shock flametX; = 31.5 and X, = 121.5 0n
the z-axis, respectively. The distance between these two lmtsiis just the size of the precursor
region where the particle acceleration processes occerindoming upstream bulk flow speég
is slowed by this precursor region down to the downstreark tholv speedU, in this region. The
bulk flow speed in the precursor region is between the two fholk speeds (i.elU, > U, > Uy).
From our simulation, we can see that the particle accetaratiocess and the “back pressure” due to
the energetic particles occurred mostly in the precurggiore which results in a non-linear shock
structure that is characterized by a gradient in the bulk 8peed. According to the evolutional
shock front positionXy;, as a function of time, we can calculate the shock’s evolatimelocity
Vin @s
P2, &
whereX .« is the total length of the simulation box, atig. is the total simulation time. Then, we
are able to calculate the total shock compression ratiodrsiiock frame as

AU + |Van|
Ttot |Vsh| s (4)
where AU is the relative bulk flow speed between the upstream and dosams, and/y, is the
shock velocity.

Figure 8 shows the shock’s fine structure with the bulk flowesbeear the shock front at the
end of the simulationV,;, = 0.2103 shows the bulk flow speed of the subshotl,~ 0 shows
the bulk flow speed of the downstream regidf, = —0.0744 represents the value of the shock’s
evolutional velocity in the opposite direction, abld = 0.3275 represents the incoming bulk flow
speed with a difference in the related bulk flow speed\6f. All zones of the precursor, subshock
and downstream are divided by a vertical dashed line anddls@ in the plot. These three zones
constitute the fine structure of the total shock in the regibthe simulated shock. The smooth
precursor has a long scale in the range from the subshoc&iS@oX,,;, to the FEB positionX,
which is invisible, beyond the left boundary of the plot. §apne is called the diffusive zone where
the bulk flow speed will be slowed by the “back pressure” ofabeelerated particles. The subshock
region with a narrow scale of three grid spacings has a degpafithe bulk flow speed, in which the
bulk flow speed varies from the subshock velodity;, to the downstream velocity. The scale of
the three-grid-length is almost identical to the averapedmhal mean free path over the downstream
region. The subshock velocily,;, is determined by the horizontal dot-dashed line with a value
Vsub = 0.2103. The downstream velocity; at the end of the simulation is marked with a horizontal
dashed line, which should have an averaged valy&gf = 0 over the entire simulation time in the
box frame. The evolutional velocity of the negative shoctiletion marked with a horizontal solid

Ven =

line shows a value ofy, = —0.0744. We can calculate the subshock’s compression ratio acuprdi
to Rankine-Hugoniot relationships in the shock frame as
Veub + Ven

51010 J e w——— S)
fsub (Va) + Vin ®)

where we take the averaged value of the downstream vel@¢ityequal to zero.
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Fig.8 The fine structure of the bulk flow speed at the end of the sitionlaThe vertical dashed line
and vertical solid line split the entire region into threetgms: precursor, subshock and downstream
regions.

5 SUMMARY AND CONCLUSIONS

In summary, we performed dynamical Monte Carlo simulationghe 2006 December 14 shock
driven by a CME using an anisotropic scattering law. The $igelemperature profile, shock fine
structures, and particle injection function, as functiofisime, were presented. We examined the
correlation between the processes of energy injection laocksenergy translation in the interplane-
tary CME-driven shock. In addition, we found the simulateérgy spectrum from the CME-driven
shock provides a good fit to the observations from multipkcspraft.

In conclusion, the dynamical Monte Carlo simulation of tidE>driven shock that occurred on
2006 December 14 demonstrates that the energy spectrufadseafby the specific non-linearity of
the DSA. This paper focuses on the energy injection, whicmesof the important nonlinear effects
of the DSA. By calculating the energy injection rate of the Eddriven shock, we can understand
how the CME-driven shock distributes its shock energy tekrate the energetic particles by the
mechanism of first-order Fermi acceleration as well as hdwedts the background bulk flow of
the solar wind at a certain efficiency. We give an energy iigecrate of Ri,; = 15.32% in the
2006 December 14 CME-driven shock. We suggest that thisqieetinjection rate could satisfy
the required energies of the observed SEP events, whichdsheueleased from the CME-driven
shock.
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