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Abstract We observed the open clusters NGC 1664 (43 exposures) andM3&x-
posures) by the Yunnan Faint Object Spectrograph and Camtra 2.4 m telescope
at Yunnan Astronomical Observatory on 2011 January 3, andessed them by a
method recently proposed by us. The result shows that teerg@ometric distortion
effect in the field of view and the maximum distortion~s0.25"” (i.e. 1 pixel). After
correcting the geometric distortion, the precision oflatgbositional measurement is
significantly improved. The best precision in each diratt®6 mas for well-exposed
stars.
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1 INTRODUCTION

In high-precision astrometry, the associated geometstodion (hereafter called GD) should not be
ignored. According to the research by Gilmozzi et al. (19¢%® HST WFPC1 and WFPC2 are both
subject to a GD effect, and the distortion ranges from a fewthteof a pixel in the center of each
chip to 2~3 pixels at the edge of each chip. Furthermore, the distogftect can cause positional
errors anywhere from 20 mas to 300 mas. In fact, for the latsiera on HST, WFC3, the GD can
be corrected better than 0.008 pixel@.3 mas) in each direction (Bellini et al. 2011). So the GD
solution for a CCD chip is very important for high-precisiastrometry.

Anderson & King (2003) proposed a novel method using the soyp®sed residuals from
dithered frames to solve the GD for HST WFPC2. The GD soluisoaccurate to~0.01 pixel
in the WF chips and te-0.02 pixel in the PC chip. Thereafter, many scholars usedrtgthod to
systematically study the GD effect for various cameras il Kf¥atais et al. 2003, 2009; Bellini &
Bedin 2009; McLean et al. 2010), so it has become a classietiiad for solving the GD problem.

Because the HST is weightless in space, its GD solution idyneanstant in time. Although
ground-based telescopes are under the influence of gravitystill possible to apply the classical
method to correct their GD effects? Anderson et al. (200&p#etl the classical method to correct
the GD for the ground-based ESO 2.2 m telescope, and theyl fthat the final GD solution can
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achieve a precision of7 mas. Bellini & Bedin (2010) applied it to study the GD cotien for
the blue prime-focus camera on the Large Binocular Telescapd they achieved a precision of
0.09 pixel (~20 mas). These research achievements demonstrated ttddishizal method can be
implemented for ground-based telescopes.

In 2009, we started research about the GD solution for a grduased telescope (Peng & Fan
2010; Peng & Tu 2011). We proposed an alternative approathddsD solution which is somewhat
different from the classical method. Our studies have shtihahthe GD for the 1 m telescope at
Yunnan Astronomical Observatory (YNAO) can accurately beasured. The precision of stellar
positional measurement is significantly improved afterecting with the GD, and the best precision
is 4 mas in each direction.

Since the end of 2009, a new terminal (i.e. the Yunnan Faie@ISpectrograph and Camera,
YFOSC) has been installed on the 2.4 m telescope at Gaom#gjarSin YNAO. Due to using a
focal reducer, its field of viewl()’ x 10’) is much wider than the original on&(x 5’). In order that
the terminal could be used for high-precision astrometeyhave studied its GD effect. We observed
two open clusters and took many CCD frames.

In this paper, we present our research on the GD for the 2.4esc@pe. The paper includes five
sections: the principle of the GD solution is introduced @ttton 2; specifications for the telescope,
the CCD chip and observed data are described in Section 3pthdt and analysis are given in
Section 4; the conclusions are drawn in Section 5.

2 THE METHOD OF THE GD SOLUTION

Anderson & King (2003) gave a detailed discussion on thenessef a distortion-free optical system.
When we observe a field with a detector, all we can obtain i$ efggositions of stars as measured
in the coordinate system, or frame, of that detector. Thestipre of whether a particular frame is
free of distortion then becomes how to tell if the set of pos# that define it is free of distortion.
The answer is a purely operational one: a frame is distofftiea if the star positions that define it
have been corrected in such a way that the positions of the stars, measured in any image with
a different pointing, but corrected in the same way can hesframed into those of this frame with
nothing more than a combination of displacement, rotatiuth scale factor. In fact, every optical
instrument suffers from some amount of GD. We suppose, whserging at a certain epoch, the GD
in one camera’s field of view is only a function of position o€&D chip. That is, GD=GIx, y),
where (¢, y) is the pixel position on a CCD chip which is only related te tieference coordinates.
The main task of the GD solution is to find the numerical exgigasof the GD function. The solution
is derived with the following steps.

Step 1. Dithered observations are implemented by obseaviegion with a crowded field of stars,
and a series of CCD frames is obtained in which every two reighg frames are overlapped
and have a slight positional offset (e.d hketween two neighboring frames).

Step 2. The stars in each frame are matched with stars in sefieremce catalog, so that each star
in the catalog may have many star images from various frahsshave the same ID as that
in the catalog. It should be mentioned that the most acceatdoged positions of these stars
are not necessary computed during the matching processrésiti, some matching lists are
generated, in which one master list records all the matcteed & the catalog, and the other
lists record them in the other frames respectively.

Step 3. All matched stars in each original frame are comparesims of their measured and cata-
loged positions by a four-constant plate model, and theidgls are evaluated. Theoretically,
the positional residual is composed of three parts: pasitierror in the catalogXa.(a, §),
Ad.(a, d)), the GD in the field of view fagp(z,y), Adep(x,y)) and the measurement er-
ror in a frame ¢, v,). That is, the positional residual can be written in termsheffollowing
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Fig.1 Two typical CCD frames. The left one is M35 and the right onH@GC 1664.

formulas
Aa = Aac(, 8) + Aagp (2, y) + vy,

AS = Ad.(v, §) + Adep(a,y) + vy

For the positional errors from the catalog, each catalotgdhais a different value and all star
images with the same ID have the same value. For the GD, oalgdhition in the field of view
is related to it. It can be assumed that all stars in one smgibn in the field have roughly the
same error (meaning that the error changes slightly in alsegibn). The measurement error
in a frame is generally considered as a random error, andeeadoiced by the average of many
data values. In practice, we divided the CCD field of view iséwveral regions (for example,
8x8). For every small region, we averaged the differencesdatveach star’s positional residual
in it and the ones in any other region, so the star’s GD wadligigied and the other errors were
reduced. Finally, the small region’s GD was obtained. Wé& tmbthe regions’ GDs as the initial
GD solution in the field of view.

Step 4. The original pixel positions of every matched stararious frames are corrected with the
GD solution, so we obtain a set of updated pixel positionstake them as new measurement
positions, and repeat Steps 3 and 4 until we can attain thieafirdeconverged GD solution. For
more details, see Peng & Tu (2011).

3 TELESCOPE'S SPECIFICATIONS AND OBSERVED DATA

On the night of 2011 January 3, we observed the open clustgBsavid NGC 1664 using the over-
lapping scheme of CCD frames by the 2.4 m telescope at YNAQinDwbservations, we used a
Johnson I-type filter. The exposure time was about20s, depending on weather conditions. The
dither pattern proposed by Anderson et al. (2006) was adapthe overlapping image scheme. We
obtained 42 CCD frames of M35 and 43 ones of NGC 1664. Figul®vs two typical cases.

As Figure 1 shows, there are no visible stars in the bordéomeaf the frames. This is due to
the small difference between the CCD’s chip size and the $iglel of the focal reducer. Therefore,
we only analyzed the imaging area during data processirggifigations of the 2.4 m telescope at
YNAO and its CCD chip are listed in Table 1.

4 RESULTSAND ANALYSIS

We have processed every frame’s data set by the above methocomputing the GD solution. For
registering images, we used a scheme of auto searching entifyihg stars developed by Ren &
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Table1 Specifications of the Telescope and Its CCD Chip

Focal length 1920 cm

Aperture 240cm

CCD resolution 2200 x 2048

Size of pixel 13.5 x 13.5u2

Size of field of view ~ 10" x 10’
Approximate scale factor 0.285 arcsec pixel

Peng (2010). For measuring stars’ pixel position in any &awe applied a 2D Gaussian fitting. In
addition, it should be noticed that it is the stars in the UGAsatalog that are not in the UCAC2
which are used to match the stars in every frame. This is Isecdne UCAC3 has more faint stars
than the UCAC2. In this way, we acquired every matched stdrisnastrometric parameters. For
the 2.4 m telescope, each CCD field of view (correspondingatd drame) usually has 200—-300
cataloged stars. After that, we worked out the theoretioaltipns of those matched stars in every
frame, and solved their residual values of observed minisileged (O — C) based on a four-
constant plate model. Here, the calculation of theorefioaltion was strict and thorough, in which
a variety of factors were taken into account (i.e. atmodphrefraction and central projection based
on topocentric position). During data processing, the fidldiew was uniformly divided into &8
cells. It was assumed that the GD at the center point in orléscetjual to the average GD in it.
We averaged a large number of residuals in one cell, removea sesiduals by theds3criterion,
and solved the initial GD of each cell. Based on the GD sofytize corrected the original position
measurement for each matched star in the frames (bilineapimlation was applied to calculate the
GD at any point). We repeatedly solved the GD several timésthe GD correction was less than
a given threshold (1-2 mas). Figure 2 shows the final GD Bigfion in the CCD field of view for
the 2.4 m telescope.

It can be seen from Figure 2 that the GD distributions derfveich each cluster are very similar.
The maximum distortion is about 250 mas (i.e. 1 pixel). Nbog the area shown in Figure 2 is not
the whole area in the CCD field of view because of its “pyranafféct (Anderson & King 2003).
Itis clearly necessary to further study the “pyramid” effiecthe future. In addition, there is greater
distortion in the left border region of the CCD field, and thB @istribution is asymmetric on the
whole. This phenomenon could be caused by the off-centéoatie tilting of the CCD chip relative
to the optical axis because of the focal reducer. A similarasion can be found in Bustos Fierro &
Calderon (2002). They used a different method to calcutagedistortion; their GD solution was
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Fig.2 GD distribution. The graph on the left shows the GD distiiimutfor M35 and the one on
the right for NGC 1664.
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Fig. 3 Before and after the GD correction, the SD of the star’s pos{tO — C') is calculated by the
four-constant model. The left is the SD of right ascensicthe right is the SD of declination.
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Fig.4 (O — C) of positional measurement results from two open clustérs.|&ft is from M35 and
the right is from NGC 1664.

neither symmetric nor smooth. In addition, to eliminatepglgeamid effect, the original CCD frames
were cropped off more on the right side than the left siderduinage preprocessing. This also
increased the asymmetry.

In order to show the effect of the GD correction, we illustdatt with the results of processing
the data of the cluster NGC 1664.

Figure 3 shows the change of the standard deviation (SD) télstar magnitude before and
after the GD correction. Here, the SD is derived based onifference(O — C') between the theo-
retical position and the star’s position transformed frén@ ineasured position in one frame by the
four-constant model. Obviously, the effect of the GD catitatis significant. After the GD correc-
tion, the SD in each direction is10 mas. For some stars with suitable brightness, their me@su
positions have a precision of 6 mas.

Figure 4 shows that thg — C)s of the measured star positions in two clusters change héth t
stars’ magnitudes. It is found that the brighter stars uglave smallefO — C')s. The fainter the
star, the greater the dispersion of {li¢ — C') of the measured star position.
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It is well known that there exist obvious proper motion esriorthe UCAC3 catalog, especially
those representing faint stars. Some research in this asegehently been done (Roser et al. 2008;
Bobylev & Khovritchev 2011; Liu et al. 2011). In order to asldhe impact of the errors from proper
motion in the catalog, we assume that the proper motionseo€#italoged stars are zero. The final
results show that this assumption is appropriate. If we doadopt it, larger(O — C')s will be
generated (See Lin et al. 2011 for more details).

5 DISCUSSION AND CONCLUSIONS

In general, the positional measurements of a star may betefféy the filter type because of differ-
ent stellar spectral types. The measurement errors caysbasieffect should be taken into account
in high-precision astrometry. At this point, we can say the &fect may vary with filter type. So it
is necessary to study the GD effects in different types @tBltNow, we have studied the GD effect
in a Johnson I-type filter, but this is not enough. As a follog-we plan to take more frames with
the other types of filters to study the problem further.

We used the newly installed YFOSC in the 2.4 m telescope at @Né observe two open
clusters: M35 and NGC 1664. During observations, the Jahhype filter was used. The observed
data were processed by following the latest procedure. Ttad fesult shows that there exists a
significant GD in the CCD field of view, and that the maximuntaiison is about 1 pixel. After the
GD correction, the precision of stellar positional measants is significantly improved. For well-
exposed stars, the best precision of positional measutés@mas in each direction. However, we
also find the “pyramid” effect in the field of view. It is worttof further study.
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