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Abstract Cosmic hydrogen is reionized and maintained in its highly ionized state by the
ultraviolet emission attributed to an early generation of stars and quasars. The Lyα opacity
observed in absorption spectra of high-redshift quasars permits more stringent constraints
on the ionization state of cosmic hydrogen. Based on density perturbation and structure
formation theory, we develop an analytic model to trace the evolution of the ionization
state in the post-overlap epoch of reionization, in which the bias factor is taken into ac-
count. For quasars, we represent an improved luminosity function by utilizing a hybrid
approach for the halo formation rate that is in reasonable agreement with the published
measurements at 2 <∼ z <∼6. Comparison with the classic Press-Schechter mass function of
dark matter halos, we demonstrate that the biased mass distribution indeed enhances star
formation efficiency in the overdense environment by more than 25 per cent following the
overlap of ionized bubbles. In addition, an alternative way is introduced to derive robust
estimates of the mean free path for ionizing photons. In our model, star-forming galax-
ies are likely to dominate the ionizing background radiation beyond z = 3, and quasars
contribute equally above a redshift of z ∼ 2.5. From 5 � z � 6, the lack of evolution in
photoionization rate can thus be explained by the relatively flat evolution in star formation
efficiency, although the mean free path of ionizing photons increases rapidly. Moreover,
in the redshift interval z ∼ 2− 6, the expected mean free path and Gunn-Peterson optical
depth obviously evolve by a factor of ∼ 500 and ∼ 50 respectively. We find that the rel-
ative values of critical overdensities for hydrogen ionization and collapse could be 430%
at z ≈ 2 and 2% at z ≈ 6, suggesting a rapid overlap process in the overdense regions
around instant quasars following reionization. We further illustrate that the absolute esti-
mates of the fraction of neutral hydrogen computed from theoretical models may not be
important because of comparable uncertainties in the computation.
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1 INTRODUCTION

Reionization of cosmic hydrogen provides unique insight into the early history of structure forma-
tion. The recent observations of the Lyα opacity distribution in high-redshift quasar spectra have
allowed more reliable analysis of the properties of ionizing sources as well as the intergalactic
medium (IGM). The appearance of these Lyman series absorption lines indicates that the reioniza-
tion of cosmic hydrogen was completed around z = 6 with a volume weighted neutral fraction of
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〈fHI〉V ∼ 10−3.5 (e.g. White et al. 2003; Fan et al. 2006; Becker et al. 2007), and just above z ∼ 6,
the existence of the Gunn-Peterson trough (Gunn & Peterson 1965) at wavelengths blueward of the
Lyα emission line suggests that a significant fraction of neutral hydrogen (� 1 in mass average
Becker et al. 2001; Djorgovski et al. 2001; Fan et al. 2002). Under the assumptions for the quasar age
and ionizing luminosity, the observed HII region sizes surrounding high-redshift quasars could also
provide a powerful and independent way to measure the neutral hydrogen fraction in the IGM (see
Wyithe et al. 2005; Mesinger & Haiman 2007; Bolton & Haehnelt 2007a). Additionally, with a large set
of detailed radiative transfer simulations, Bolton & Haehnelt (2007b) have assessed the potential of the
ratio of Lyβ to Lyα near-zone sizes as a probe of the HI fraction at z > 6. They found that a future
sample of several tens of high resolution quasar spectra would be required to distinguish the IGM which
has an HI fraction greater or lower than 10 per cent at the 3σ level.

On the other hand, a great amount of literature has claimed that examining the nature and evo-
lution of the ionization state of cosmic hydrogen by interpreting the observed absorption spectra of
high-redshift QSOs is really complicated and problematic, especially at redshifts approaching and
beyond the tail-end of the reionization epoch at z ≈ 6. Maselli et al. (2007), see also Bolton &
Haehnelt (2007a) and Lidz et al. (2007), have investigated that the small transmission regions in
quasar spectra can be understood as either HII ionization fronts or classical proximity zones due
to enhanced ionizing flux near the quasars (Bajtlik et al. 1988). Moreover, the ambiguity in distin-
guishing the edge of ionized regions and the insufficient sample of instant quasars both make it dif-
ficult to place stronger constraints on the reionization process at high redshifts. For the Lyman se-
ries absorption, the main limitation is that it becomes completely saturated as the neutral hydrogen
fraction reaches 〈fHI〉V > 10−3, owing to the large cross-section of the Lyα resonance associated
with the considerable systematic observational errors in the red and near-IR part of these spectra
(Fan et al. 2006; Bolton & Haehnelt 2007a; Wyithe 2008). Combined with the radiative transfer and
feedback effects, large scatter in the UV flux along different lines-of-sight further complicates the phys-
ical picture. In addition, the parameters adopted in previous studies, such as the escape fraction of ioniz-
ing photons fesc, the quasar age and luminosity, have great uncertainties. In most previous investigations
of the reionization process, the QSOs and galaxies are implicitly assumed to be located in cosmic aver-
age regions (Yu & Lu 2005). However, in the hierarchical formation and evolution scenario of QSOs and
galaxies (e.g. Kauffmann & Haehnelt 2000), luminous QSOs are embedded in a rare overdense environ-
ment. The underlying fluctuations in this density field would introduce some obvious variations in the
inferred ionizing continuum that significantly deviates from the cosmic mean distribution over a wide
range of redshifts (e.g. Yu & Lu 2005; Becker et al. 2007; Bolton & Haehnelt 2007b). Some discussions
in a few recent papers are also related to the biasing effects (e.g, Cen 2003; Wyithe et al. 2007).

However, it is generally agreed that the first stars and high-redshift quasars dominate the emis-
sion of ionizing photons, and they contribute almost equally at z ∼ 2 − 3 (e.g. Barkana & Loeb 2001;
Kriss et al. 2001; Smette et al. 2002; Srbinovsky & Wyithe 2007). Furthermore, this photon budget just
struggles to be sufficient to reionize the cosmic hydrogen and keep the highly ionized state by
z ∼ 6 (e.g. Lehnert & Bremer 2003; Schirber & Bullock 2003; Dijkstra et al. 2004; Gnedin et al. 2007;
Shankar & Mathur 2007). In fact, the prediction for the ionization state depends strongly on the pho-
toionization model and the IGM density profile. Gunn & Peterson (1965) first noted that even a neutral
hydrogen fraction ∼ 10−5 is sufficient for gas to absorb photons strongly at the Lyα resonance. Thus,
the pattern of density distribution around host halos may affect the observable properties of Lyα ab-
sorption although the density field decreases rapidly out to the virial radius of halos. Taking this density
dependence into account, Loeb & Eisenstein (1995) explored the proximity effect and argued that ne-
glecting the enhanced densities due to gas infall can lead to an overestimate of the ionizing flux by up
to a factor of 3. In addition, Bolton & Haehnelt (2007c) have probed the ionizing emissivity at z ≥ 5,
and further suggested an extended photon-starved epoch of reionization. Nevertheless, one should keep
it in mind that an extra population of ionizing sources, such as mini-quasars with harder spectra and
the undetected dwarf galaxies, is also able to generate the missing UV emission during reionization
(Dijkstra et al. 2004; Wyithe & Loeb 2006).
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In this work, we present a theoretically derived and density dependent model to probe the ion-
ization state of cosmic hydrogen at the post-overlap era of reionization. Based on the fact that the
ionizing sources are located in the rare overdense environment, we employ δ̄R to describe the den-
sity distribution of the IGM in these highly biased regions, and further develop the quasar luminosity
function and explore the redshift dependence of the mean free path for ionizing photons. Our related
estimates of the photoionization rate, the Lyα effective optical depth and the neutral hydrogen frac-
tion are then contrasted with the recent measurements of the Lyα opacity in quasar absorption spec-
tra (e.g. Tytler et al. 2004; Kirkman et al. 2005; Fan et al. 2006; Shapley et al. 2006), combined with
a large suite of high-resolution hydrodynamical simulations (e.g. McDonald & Miralda-Escudé 2001;
Bolton et al. 2005; Bolton & Haehnelt 2007c). Comparison of the ionization state inferred from the
physically motivated model with the direct observations would improve our ability to understand the
reionization history and the IGM properties.

We begin by introducing the analytic reionization model in Section 2. The procedure for examining
the Lyman limit flux contributed by both galaxies and quasars is presented carefully. Uncertainties in the
model parameters are also discussed here. In Section 3, we first pay particular attention to the evolution
of the mean free path, and then connect it to the photoionization rate and the GP optical depth in the red-
shift interval 2 <∼ z <∼6. We further analyze the plausible evolutionary trend of the neutral hydrogen frac-
tion over the same redshift range in detail. Meanwhile, the results derived from our model are compared
with measurements and simulations. Lastly, we conclude with a discussion in Section 4. Throughout the
paper, we adopt a concordance cosmology of Ω 0 = 0.265, ΩΛ = 0.735, Ωb = 0.044, h = 0.71, ns = 1
and σ8 = 0.772, as revealed by the WMAP three-year observations (Spergel et al. 2007).

2 ANALYTIC MODEL FOR REIONIZATION

In this section, we develop an analytic model to quantify the ionizing background radiation emitted
by the first stars and quasars respectively. Firstly, the physical basis for the formation of cosmic struc-
ture in initial overdense regions is reviewed in Section 2.1. Based on this, we present an improved
description for the quasar luminosity function, and turn it into quasar ionizing intensity in Section 2.2.
Subsequently, the star formation efficiency f�(z) is formulated by a hybrid mass function of dark matter
halos. Associated with the escape fraction of ionizing photons, we then convert f �(z) to the stellar ion-
izing emissivity and directly evaluate the corresponding UV flux at the Lyman limit. In our calculation,
the intensity absorption due to residual neutral hydrogen is examined by different considerations for
galaxies and quasars. We then discuss how the reionization process depends on our model parameters
in Section 2.4.

2.1 Density Fluctuations in Overdense Environment

The typical density profile around initial overdensities is directly related to the star formation history
and the resonant Lyα absorption observed in quasar spectra. To describe the inhomogeneity of the den-
sity distribution, let us define the mean overdensity within a sphere with comoving radius R at redshift
z: δ̄R ≡ [〈ρ〉R − ρ̄]/ρ̄, in which 〈ρ〉R and ρ̄ are the comoving average mass density in the sphere and
the comoving cosmic mean mass density, respectively. Within virialized dark matter halos, the cosmic
spherically-averaged density profile has been roughly described by Navarro, Frenk & White (1997) us-
ing numerical simulations of hierarchical halo formation. Barkana (2004) developed an analytic model
for gas infall that is applicable to the average density profile outside the virial radius. Meanwhile, we
adopt the definition that halos of a given mass form as long as their overdensities averaged on a scale ex-
ceed the critical threshold for collapse (e.g. Press-Schechter 1974; Loeb & Eisenstein 1995). The value
of the threshold δc is determined utilizing the spherical collapse model and depends on the cosmolog-
ical parameters (Peebles 1980; Eke et al. 1996; Barkana 2004). A realistic prescription has been pro-
vided by the various literature cited above. In what follows, we directly employ the expression of the
average overdensity around virialized halos of mass M and refer the reader to the original papers for
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more details.

δ̄R(M, R, z)
δc

= 1 −
(
1 − α +

α

β

)
erf

[√
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2α

]

−

√
2α(1 − α)

πβ
exp

[
− β(1 − α)

2α

]
, (1)

where we define

α ≡ ξR(RM, R)
σ2(RM, z)

; β ≡ δ2
cα(1 − α)

σ2(R, z) − αξR(RM, R)
. (2)

In linear theory, σ2(R, z) = D2(z)
∫ ∞
0

dk
2π2 k2P (k)W 2(kR) is the variance of the density fluctuations at

redshift z within comoving radius R, and ξR(RM, R) ≡
∫ ∞
0

dk
2π2 k2P (k)W (kRM)W (kR) is the cross-

correlation in which RM = (3M/4πρ̄)1/3. Hereafter, P (k) and W (kR) represent the initial matter
power spectrum and the spherical top-hat window function, respectively.

Next, we concentrate on the mass distribution of dark matter halos formed in the biased regions.
It has been pointed out that the classic Press-Schechter mass function (1974) fits high-resolution
simulations only roughly, particularly at high mass-scales, and around the exponential turn-off (e.g.
Hernquist & Springel 2003; Barkana & Loeb 2004; Yu & Lu 2005). To generalize the PS model, Sheth
& Tormen (1999) added two free parameters with which the formula has been proved to match the
numerical simulations more accurately (Jenkins et al. 2001) and allows for ellipsoidal collapse.

fST[δc, σ
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=
A′
√

2π

√
a′ν
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[
1 +

1
(a′ν2)q′
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exp

(
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2

)
(3)

with the best-fit parameters a′ = 0.707, q′ = 0.3 and the normalization parameter A ′ = 0.322
(Sheth & Tormen 2002). Here ν is defined as ν ≡ δc/σ(RM, z). However, as usually argued, the halo
mass function in the overdense environment would strongly deviate from the cosmic mean distribution.
Then, within the extended Press-Schechter theory (Bond et al. 1991; Lacey & Cole 1993), the biased
halo mass function in a region with average overdensity δ̄R can be given by

fbias−PS[δc, σ
2(RM, z); δ̄R, σ2(R, z)]

= fPS[δc − δ̄R, σ2(RM, z) − σ2(R, z)]. (4)

In this work, we favor a hybrid approach for the biased halo mass function shown in Barkana & Loeb
(2004) which adjusts the Sheth-Tormen formula with a relative correction based on the extended Press-
Schechter model (see also Yu & Lu 2005)

fbias[δc, σ
2(RM, z); δ̄R, σ2(R, z)] = fST[δc, σ

2(RM, z)]

×fbias−PS[δc, σ
2(RM, z); δ̄R, σ2(R, z)]

fPS[δc, σ2(RM, z)]
. (5)

2.2 Quasar Emissivity at the Lyman Limit

In some ways, the ionizing emissivity from high-redshift quasars is fully determined by the slope and
evolution of the luminosity function which is basically a statistical measure of the joint distribution
of quasars in luminosity and redshift. Associated with hundreds of quasar samples during 0 <∼ z <∼6.3,
several theoretical or empirical descriptions of the luminosity function have been proposed in the past.
Pei (1995) and Meiksin (2005) provided the standard double power-law luminosity function in good
agreement with the observed faint and bright end slopes at z � 3. Haiman & Loeb (1998) discussed an
approximate prescription on the basis of the Press-Schechter (1974) mass function while not taking into
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account the biasing effects from overdensities. Conversely, Wyithe & Loeb (2002) estimated the lumi-
nosity function over a wide range of redshifts using the galaxy merger rates calculated by the excursion
set formalism of Bond et al. (1991) and Lacey & Cole (1993). Nevertheless, since the collapsed objects
are rare at high redshifts, the merger probability is actually low, and then the merger rates should be
smaller than the halo formation rates. Following this consideration, we reexamine the quasar luminosity
function under the hypothesis that the quasar emission is triggered by the halo formation beyond z ∼ 2.
Furthermore, we emphasise the overdense environment where quasars reside and therefore prefer the
hybrid mass function of dark matter halos in our representation. Similar to the framework described
in Haiman & Loeb (1998), we write the improved quasar luminosity function, defined as the comov-
ing number density of quasars having rest frame B-band luminosities between L B and LB + ΔLB at
redshift z, as

Φ(LB, z) ≈
tdc,0

H−1
0

√
Ωm

a5
+

ΩΛ

a2

1
5.7 × 103

1
ε

d2nbias

dMdz

⏐⏐⏐
M=

LB
5.7×103ε

, (6)

where

dnbias

dM
=

(1 + δ̄R)ρ̄
M

×
⏐⏐⏐dσ2(RM, z)

dM

⏐⏐⏐fbias[δc, σ
2(RM, z); δ̄R, σ2(R, z)] (7)

is the biased halo mass function in the regions with average overdensity δ̄R. We have ε ≡ Mbh/Mhalo

to describe the ratio of final black hole mass to halo mass and assume it is the same for all halos, and
tdc,0 is the e-folding time for the universal light curve (Haiman & Loeb 1998). The best-fit values of
these parameters are ε = 10−3.2 and tdc,0 = 105.

For our representative model, we calculate the logarithmic slope of the quasar luminosity function
in the redshift range 2 <∼ z <∼6, and compare it to the existing observational data together with the basic
model results (Haiman & Loeb 1998, dashed line). Fortunately, as shown in Figure 1, we find that our
simple considerations cause a better fit than the basic model. Actually, one may notice that the developed
approach employs a simple expression to achieve a higher precision, especially at 2.5 <∼ z <∼6, which is
in quantitative agreement with the published measurements.

With respect to the high-redshift quasars, it is commonly believed that all the ionizing photons are
released into the IGM, thereby, here, we first assume fesc = 1. Next, we integrate the quasar luminosity
function so that the comoving ionizing emissivity is in units of erg s−1 Hz−1 Mpc−3 at frequency ν
and redshift z

ε(ν, z) =
∫ ∞

Lmin

Lν(LB, ν)Φ(LB, z) dLB, (8)

where Lν(LB, ν) is the luminosity of a quasar with a B-band luminosity LB at frequency ν. Srbinovsky
& Wyithe (2007) argued that the value of the integral depends sensitively on the quasar minimum lu-
minosity Lmin and gave the best fit value Lmin = 1012.5LB,�, which is consistent with the magnitude
observed in SDSS (Fan et al. 2001). A fainter limit Lmin = 1011.17LB,� is suggested by Bolton &
Haehnelt (2007c) according to the faintest magnitude detected by combined deep X-ray and optical
surveys (Dijkstra & Wyithe 2006; Shankar & Mathur 2007). We have computed this integral with these
two lower limits, and both of the resultant quasar ionization rates are plotted in Figure 4 for comparison.
Theoretically, contributions to the ionizing background at frequency ν and redshift z would be made
by photons emitted at higher redshift z ′ with higher frequency ν ′. Meanwhile, as discussed in detail
by Madau, Haardt & Rees (1999), the ionizing photons would experience attenuation as they propagate
through the clumpy IGM. We therefore integrate the emissivity over the history of the Universe and give
the ionizing flux at frequency ν and redshift z by

J(ν, z) =
c

4π
(1 + z)3

∫ z

∞
ε(ν′, z′)e−τ(z′,z) dt

dz′
dz′, (9)
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Fig. 1 The observed and model rest frame B-band luminosity function of high-redshift quasars. The
data at z <∼ 4 is taken from Pei (1995), and the other points are from Fan et al. (2001). In each panel,
the solid line shows our fits based on the hybrid halo mass function. For comparison, the dashed line
displays the results obtained by Haiman & Loeb (1998).

in which ν ′ = ν(1+z′)/(1+z) and τ(z′, z) =
∫ z

z′
cdt
dz

1
λmfp(z) dz measures the photo-electric absorption

in the IGM between z ′ and z. Here, λmfp(z) is the mean free path of ionizing photons that will be
discussed in the next section. Obviously, what we are mainly interested in is the ionizing intensity at
912Å (νL) for a given redshift. For this reason, the value of ν ′ should be situated in the frequency
interval 3.29×1015 < ν′ = νL[(1+ z′)/(1+ z)] < 5.94×1015 Hz. To convert from Lν′ to the B-band
luminosity, we adopt the broken power-law spectrum for quasars L ν ∝ ν−α′

s , where α′
s is the spectral

index at the Lyman limit. We then obtain

ην′ =
Lν′

LB
=

Lν′

LνL

LνL

LB
= ηνL

(1 + z′

1 + z

)−α′
s
, (10)

where ηνL = LνL/LB = 1018.05 erg s−1 Hz−1 L−1
B,� (Schirber & Bullock 2003). Finally, the quasar

ionizing flux at the Lyman limit normalized in physical units of 10−21 erg cm−2 s−1 Hz−1 sr−1 can be
written as a function of redshift:

JQ(z) = 1021 c

4π
(1 + z)3

× ηνL

∫ z

∞

dLtot
B (z′)
dV

( 1 + z

1 + z′
)α′

s

e−τ(z′,z) dt

dz′
dz′, (11)

where
dLtot

B (z)
dV

=
∫ ∞

Lmin

LBΦ(LB, z) dLB (12)

is the total B-band luminosity per comoving volume.



Ionization State of Cosmic Hydrogen 671

2.3 Star Emissivity at the Lyman Limit

Since the galaxy luminosity function is always described by several observationally-motivated or para-
metric models, such as the Schechter form (1976), we cannot estimate the comoving emissivity from
galaxies in a similar fashion as the quasar emissivity over a wide range of redshifts. To maintain the
density dependence in our theoretical model, we employ the star formation history to derive the comov-
ing density of stellar ionizing photons, and in turn yield the expected ionizing background intensity at
the Lyman limit. Here, we adopt the “local source” approximation to account for the photon attenuation
in the IGM.

As gas infalls into the dark matter halos, the star formation would be promoted only if the gas
cooling due to radiation by atomic, molecular or metal lines can be efficient. Following the arguments
presented by many other authors (e.g. Haiman et al. 1996; Somerville et al. 2001; Abel et al. 2002;
Springel & Hernquist 2003), the precise cooling induced by molecular and metal transitions would be
suppressed and far from clear spanning the redshift range 2 < z < 10. Furthermore, the atomic cool-
ing is very limited in halos with virial temperatures below ∼ 104 K. We therefore consider the star
formation efficiency (i.e., the fraction of collapsed matter that forms stars) in halos with T vir > 104 K
at 2 < z < 10 when the molecular and metal cooling are neglected. Indeed, the key to measuring
the star formation history lies in understanding the evolution of normalized star formation rate. We set
this formation rate using a general fitting formula represented by Hernquist & Springel (2003) which
showed that the feedback due to galactic winds maintains the normalized star formation rate roughly at
a constant level for virial temperatures in the range 104 − 106.5 K, and it rises about three times higher
for hotter temperatures. Thus, in the rare overdensities, the star formation efficiency can be described as

f�(z) 

∫ z

∞
s0q(z)

[
F (> M4, z) + 2F (> M6.5, z)

] dt

dz
dz, (13)

where s0q(z) is the normalized star formation rate for 104 < Tvir < 106.5 K (Hernquist & Springel
2003), and M4 corresponds to the mass of a halo with virial temperature 104 K. Here, we integrate
Equation (5) to obtain the mass fraction of halos with masses higher than M

F (> M, z) =∫ ∞

σ2(RM,z)

fbias[δc, σ
2(RM, z); δ̄R, σ2(R, z)] dσ2. (14)

The evolutions of star formation efficiencies with different mass distributions of dark matter halos
are plotted in Figure 2. The history of cosmic star formation inferred from theories as well as simulations
peaks at z ∼ 5 − 6 (Ascasibar et al. 2002; Hernquist & Springel 2003). Thus, the mass fraction of
baryons in formed stars would increase significantly following this formation process. Towards lower
redshifts, especially at z ≤ 4, the boosted star formation efficiency is clearly presented in Figure 2.
Moreover, the hybrid mass function (solid line) constrains the values of f � to be 10% − 15% , which
is consistent with the product in Wyithe & Loeb (2006). In contrast to the cosmic mean density field
(dashed line and dot-dashed line), one can see that the star formation in the overdense environment
(solid line and dotted line) is indeed enhanced at the same redshift.

We now proceed to determine the star ionizing emissivity (i.e., ionizing photon emission rate per
unit comoving volume) using

Ṅ�(z) 
 4000(1 + δ̄R)Nbfesc
df�(z)

dt
, (15)

where we assume that each baryon in the formed stars roughly produces 4000 UV photons (e.g.
Barkana & Loeb 2001; Yu & Lu 2005). N b is the baryon comoving number density in the Universe.
Since these ionizing sources generally appear in high-density regions and some fraction of the UV pho-
tons should be locally absorbed, we employ the escape fraction f esc to describe this scenario.
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Fig. 2 Star formation efficiency as a function of redshift. Quantitative estimates with four mass
functions of dark matter halos are presented. The solid line corresponds to the hybrid model
(Barkana & Loeb 2004). The dotted line is predicted by the extended PS theory (Bond et al. 1991),
while the dashed line and the dot-dashed line are the approaches based on the Press-Schechter (1974)
theory and the Sheth-Tormen (1999) formula, respectively.

Owing to the rapid increase with lookback time of the absorbers, the mean free path of ionizing
photons at 912Å would become so small that most of the ionizing photons experience attenuation at high
redshifts and the ionizing background radiation turns out to be largely local. In principle, we should use
the full integral expression, as described in Equation (9), to calculate this attenuation, but it is also useful
to introduce the absorption length, Δl(νL) 
 33Mpc[(1+z)/4]−4.5, that defines a proper distance only
within which the UV emissivity contributes to the ionizing background intensity. Thus, the ionizing flux
emitted from the first stars at the Lyman limit can be written as (Madau et al. 1999)

J�(z) = 1021 1
4π

hαsṄ�(z)(1 + z)3Δl(νL) (16)

in physical units of 10−21 erg cm−2 s−1 Hz−1 sr−1. Here, h is the Planck constant and αs is the spectral
index at λ < 912Å for galaxies. So far, with an appropriate choice for model parameters, we can give
a robust estimate of the ionizing background generated by star-forming galaxies and quasars at a fixed
(z, M, R) in the post overlap era of reionization. Furthermore, we emphasis that the mean free path of
ionizing photons would play an important role in the prediction of the quasar-governed ionization state
at lower redshifts.

2.4 Free Parameters

The free parameters of our reionization model can be summarized as follows:

1. fesc: escape fraction of stellar ionizing photons
2. αs: Lyman limit spectral index for galaxies
3. α′

s: Lyman limit spectral index for QSOs
4. Lmin: lower limit of the quasar luminosity

While many empirical measurements and theoretical studies are underway, the escape fraction f esc

remains poorly constrained at present. Taking into account most of the existing constraints, Ciardi &
Ferrara (2005) concluded that the value of f esc should be <∼0.15. The observations of the Lyman-
break galaxy population also indicate the escape fraction of ∼ 10% − 15% (Shapley et al. 2006;
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Siana et al. 2007). Nevertheless, Razoumov & Sommer-Larsen (2006) argued that f esc would vary with
redshift, and Inoue, Iwata & Deharveng (2006) suggested f esc > 0.1 may be appropriate at z ≈ 6.
However, a larger fesc � 0.2 is required by Bolton & Haehnelt (2007c) in their hydrodynamical simu-
lations of the estimates of photoionization rate at z = 5 and 6. Additionally, Gnedin, Kravtsov & Chen
(2007) found angular averaged escape fractions of 1%− 3% over the entire redshift interval 3 < z < 9,
derived from fully self-consistent cosmological simulations which include radiative transfer and resolve
the interstellar medium in modest sized galaxies at high redshifts. In our calculation, the fit for escape
fraction is therefore performed over the value range 0.01 � f esc � 0.2.

As noted before, the spectral shapes of the ionizing emissivity from high-redshift galaxies and
quasars, which should be characterized by direct measurements, also introduce considerable uncertain-
ties. We adopt the galaxy spectral energy distribution based on the synthetic model spectrum of Leitherer
et al. (1999) that indicates

Lν ∝
{

ν0 (912 < λ < 3000Å);
ν−3 (λ < 912Å),

with an additional break at the Lyman limit. However, since the spectral shape depends strongly on star
formation history, the presence of Population III stars would harden this energy spectrum with α s ∼ 1.
On the other hand, Madau, Haardt & Rees (1999) analyzed the rest-frame optical and UV spectra of
Sargent, Steidel & Boksenberg (1989) together with Francis et al. (1991), and further formalized the
quasar spectral energy distribution

Lν ∝

⎧⎨
⎩

ν−0.3 (2500 < λ < 4400 Å);
ν−0.8 (1050 < λ < 2500 Å);
ν−1.8 (λ < 1050 Å),

where the different slopes have been continuously matched. Moreover, based on the Hubble Space
Telescope (HST) EUV observations of radio-quiet quasar spectra at intermediate redshifts, Zheng et al.
(1997) pointed out that the fiducial value and uncertainty for α ′

s should be 1.83±0.15 at λ < 1050 Å. A
somewhat harder slope for quasars with α ′

s = 1.57± 0.17 has been suggested by Telfer et al. (2002) by
utilizing the more recent EUV survey from HST in the wavelength range 500 <∼λ<∼1200 Å. The values
for Lmin permitted by measurements have been discussed in the previous sub-section.

From Equations (15) and (16), one can see that the ionizing radiation due to star-forming galaxies is
proportional to fesc and αs at a given redshift. Meanwhile, it has been clearly shown that smaller values
of Lmin and α′

s would induce a higher ionizing emissivity from quasars. In order to determine how the
inferred ionizing background intensity scales with these free parameters, we repeat the calculation pro-
cedure for many varying choices. Finally, the best fit combination required to reproduce the observations
as well as simulations is given by (fesc, αs, α

′
s, Lmin) = (0.03, 2, 1.5, 1012.5LB,�) at z ∼ 2 − 6.

3 IONIZATION STATE OF COSMIC HYDROGEN

As represented above, the mean free path of ionizing photons, which is essentially determined by the
critical overdensity for hydrogen ionization Δ crit(z), is indeed crucial to our reionization model. To
begin, the post-overlap evolution of the photon mean free path λ mfp is carefully quantified. In addition,
we further compare the inferred photoionization rate and the Lyα opacity with the recent observations
to draw stronger constraints on the expected λmfp.

3.1 Mean Free Path

We employ a simple model described in Miralda-Escudé (2000, hereafter MHR00) to consider how the
mean free path fares in the post-overlap phase of reionization. Within this model, it is assumed that at
any time, gas at densities Δ > Δcrit is still neutral, while gas in a region with lower densities is highly
ionized. Here, we set Δ ≡ 〈ρ〉R/ρ̄ to describe the inhomogeneous nature of the intergalactic medium.
The mean free path is then defined as the typical length of regions with Δ < Δ crit along random lines
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of sight. In reality, one may notice that the geometrical shape of the local structures would cause some
spatial variations in the mean free path. However, once the individual ionized regions have overlapped,
the ionizing photons will propagate further through the IGM and hence the corresponding mean free path
should equal or even exceed the average separation between ionized bubbles. This indeed reduces the
local conditional dependence of the mean free path for ionizing photons. During 2 <∼ z <∼6, we therefore
adopt the very simple approach

λmfp = λ0(1 − FV)−2/3, (17)

where FV is the volume-weighted filling factor of HII and we use the scale λ0H(z) = 60 km s−1. The
filling factor FV addresses the fraction of volume within which all gas at densities below Δ crit has been
ionized at redshift z and can be described as

FV =
∫ Δcrit(z)

0

PV(Δ) dΔ. (18)

The probability density function (PDF) for gas overdensity has been set utilizing a good fit to the hy-
drodynamical simulations

PV(Δ)dΔ = A exp
[
− (Δ−2/3 − C0)2

2(2δ0/3)2
]
Δ−β dΔ. (19)

The fit parameters at z = 2, 3 and 4 were listed in Table 1 of MHR00 and an extrapolation was also
given at z = 6 by assuming δ0 = 7.61/(1+z). Nevertheless, some different fits were proposed by other
calculations (e.g. Chiu et al. 2003). It has been illustrated that these fit values based on a single simu-
lation with a particular set of cosmological parameters should depend significantly on the background
cosmology especially at small scales, and further argued that σ8 would be an essential ingredient in
parameterization for the gas PDF. In the current work, we adopt the fit parameters derived from the sim-
ulations of MHR00 as a result of the similar sets of σ8. To obtain the gas PDF at various redshifts, we
simply fit the power law exponent β as a continuous function of redshift with a maximum of β max = 2.5,
and then

β ≈ Min[2.5, 2.7 − 1.37/(1 + z)]. (20)

Within this prescription, we can reproduce the published fits to better than 2.3% at a given redshift. The
remaining constants A and C0 are fixed by demanding that the total volume and mass to be normalized
to unity.

In this instance, the mean free path λmfp is directly linked to the critical overdensity Δcrit.
It is commonly believed that the value of Δcrit is fixed prior to overlap, after which it evolves
with redshift. For simplicity, Δcrit is always assumed to be constant in many previous studies (see
Wyithe & Loeb 2003; Yu & Lu 2005; Srbinovsky & Wyithe 2007). As a result, the observational data
of the mean free path is just recovered roughly by the theoretical curve (as shown in fig. 1 of
Srbinovsky & Wyithe 2007). Furthermore, these predicted values would introduce some considerable
uncertainties to the subsequent computations. Rather than this, we can do slightly better by tracing the
redshift dependence of the critical overdensity in the post-overlap era of reionization. To match the ob-
served flux decrement in QSO absorption spectra (Rauch et al. 1997), the independent measurements of
the critical overdensity are contained at z = 2, 3 and 4 (MHR00). We then search the appropriate value
of Δcrit at various redshifts by χ2 minimization fitting, and further extrapolate the prediction to higher
redshift. The result is

Δcrit(z) = a
(1 + z

5

)b

+ c, (21)

where (a, b, c) = (124.856,−3.623,−32.892).
From Figure 3, it appears likely that the critical overdensity for hydrogen ionization Δ crit rises

from 4 at z = 6 to 700 at z = 2, and exceeds the critical value for collapse (dotted line) at z ∼ 3.2.
This strongly suggests that the ionized regions around high-redshift quasars are already virialized and
are no longer part of the IGM at low redshifts. Then the mass fraction of neutral hydrogen should be
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Fig. 3 Evolution of the critical overdensity for hydrogen ionization Δcrit(z) (top panel) and the derived
photon mean free path λmfp (bottom panel) over the redshift range 2<∼ z <∼ 6. The corresponding thresh-
olds for collapse are also plotted as the dotted line. Observational data is from MHE00 (diamonds) and
Fan et al. (2006, circles). Our theoretical prediction (solid line) agrees quite well with the measurements.

very limited in these overdense regions. Based on the fitted Δ crit, we estimate the mean free path λmfp

using Equation (17), and find a similar redshift dependence on the critical overdensity Δ crit. Also note
that λmfp evolves much as the reionization front progresses to higher density regions, and the trend
becomes mildly sharp at z ∼ 5 − 6. The expected increase could be due to two effects: (1) increase
in the emissivity of ionizing photons, and (2) increase in the inhomogeneity of the IGM. Approaching
z = 6, the mean free path is nearly 1 proper Mpc which is comparable to the typical separation between
ionizing regions, provided that the mean free path approximately obeys the average correlation scales
of clustered galaxies at high redshifts. However, along with the reionization progress, the mean free
path of ionizing photons would increase by hundreds of times, to ∼ 200 proper Mpc at z = 2, which
is then controlled by the Lyman-limit systems. Additionally, for higher redshifts, the assumed highly
ionized limit in MHR00 turns out to be obviously not true, and Furlanetto, Haiman & Oh (2008) set
λ0H(z) = 30 km s−1 for corrections. In our reionization model, the volume-weighted filling factor F V

reaches unity at z 
 6.2 which is defined to be the average overlap redshift in the remainder of this
paper.

3.2 Photoionization Rate and the Inferred Lyα Optical Depth

Based on the fit values of the mean free path, the quasar ionizing intensity can be calculated from
Equation (11), and we now proceed to examine the photoionization rate in the IGM. The derived evo-
lutionary features will provide a sensitive test of the adopted model parameters as well as the predicted
photon mean-free-path when compared directly with existing observations and simulations. As before,
we have

Γ = 4π

∫ ∞

νL

Jν

hν
σν dν, (22)

where σν is the HI photoionization cross-section and h is the Planck constant. Similar to many other
studies (e.g. Fan et al. 2002; Srbinovsky & Wyithe 2007; Wyithe et al. 2007), we acquire a simple quan-
titative relation between Γ and J = J� + JQ,

Γ−12 = 1.72J−21, (23)
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Fig. 4 Comparison of the hydrogen photoionization rate computed from the represented reionization
model with the published constraints taken from observations and simulations. The dashed line corre-
sponds to the contribution from star-forming galaxies alone, while the thick dotted line and thin dotted
line represent the quasar emissivity calculated with Lmin = 1012.5LB,� and Lmin = 1011.17LB,�
respectively. The corresponding combined ionization rates are separately plotted by the thick solid line
and thin solid line. The filled diamonds, star and circles are from Tytler et al. (2004), Shapley et al.
(2006) and Fan et al. (2006) based on the recent measurements using the Lyα and Lyβ transitions to-
gether with the emission from Lyman break galaxies. The open diamonds, triangles and squares are
taken from Bolton et al. (2005), McDonald & Miralda-Escudé (2001) and Bolton & Haehnelt (2007c)
based on the high-resolution hydrodynamical simulations. The related technical details can be found in
the original literature.

in which Γ−12 is the ionization rate in units of 10−12 s−1, and J−21 is the total ionizing flux at the
Lyman limit in physical units of 10−21 erg cm−2 s−1 Hz−1 sr−1.

Just as we saw in Figure 4, our model prediction for the photoionization rate (thick solid line) closely
matches the measurements as well as the simulations over the redshift range 2 <∼ z <∼6. Here, we adopt
the typical halo mass M = 1013M� and the comoving sphere radius R = 5(1 + z)Mpc which is
centered on the high-redshift quasars. We also carry out similar computations with a likely minimum
value for host halo mass M = 1012M� (Alvarez & Abel 2007), and find it influences our results by less
than 15%. For comparison, the photoionization rates with Lmin = 1011.17LB,� are shown by the thin
dotted line (quasars only) and the thin solid line (quasars and galaxies) separately. One can see that the
fainter limit just boosts the combined photoionization rate up to the order of ∼ 10% during 3 < z < 6.
Beyond z ∼ 3, the first stars dominated the ionization state of cosmic hydrogen. Nevertheless, the quasar
emissivity increased rapidly and even exceeded the star-forming galaxies towards lower redshifts. On the
other hand, the radiative feedback, especially surrounding high-redshift quasars, actually suppressed this
rapid increase around z = 2. Notice that the somewhat higher ionization rates, plotted as open diamonds
and open squares in Figure 4, can be interpreted as a result of the different free parameters adopted in
Bolton et al. (2005) and Bolton & Haehnelt (2007c), such as f esc = 0.2 and Lmin = 1011.17LB,�,
because a larger escape fraction of the stellar ionizing photons directly causes a higher ionization rate in
the IGM that is proportional to fesc. Fortunately, our theoretical expectation (thick solid line) is nearly
consistent with all the measured data points. As first noted by Cen & McDonald (2002) in a small sample
of SDSS quasars, we also find that the evolutionary trend seen in Figure 4 turns relatively flat between
z ∼ 5 and 6. This lack of evolution in Γ would be attributed to the short increase in the star formation
efficiency at the same redshift range as shown in Figure 2.

Following the similar treatments by other authors, we assume that the IGM is isothermal and photo-
ionized by a uniform UV background, and the GP optical depth therefore depends inversely on the
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photoionization rate. For a region of IGM with overdensity Δ

τ(Δ) ∝ (1 + z)4.5(Ωbh2)2α(T )
hΓ(Δ, z)Ω0.5

m

Δ2. (24)

On the assumption that the local photoionization and recombination are in equilibrium, one can deter-
mine the state equation of the IGM T (Δ) = T0Δγ with T0 ∼ 1 − 2 × 104 K and γ = 0. Thus, we
have

τ(Δ) = τ0

(1 + z

7

)4.5( 0.05
Γ−12(z)

)
Δ2. (25)

We are allowed to examine the GP optical depth in different Lyman transitions with a different propor-
tionality constant τ0. Fan et al. (2002) have constrained this constant using Lyα absorption and yielded
τ0 = 82. In an inhomogeneous IGM, the definition of the effective optical depth should be introduced,
and the corresponding mean transmitted flux ratio can be given by

T = 〈e−τ 〉 = e−τeff =
∫ ∞

0

e−τ(Δ)PV(Δ) dΔ, (26)

which is averaged over the entire IGM density distribution. Clearly, the τ eff is not equal but smaller
than 〈τ〉.

Figure 5 shows the evolution of the effective optical depth for the Lyα transition with redshift.
Our analytic model presents a reasonable recovery for the observational data during 2.5 <∼ z <∼6, which
is comparable to the power-law fit obtained from Fan et al. (2006). It appears likely that the Lyα ab-
sorption evolves more rapidly with increasing redshift even if the ionizing background almost remains
constant (as shown in Fig. 4). Beyond z ∼ 5.8, the theoretical prediction slightly deviates from the
accelerated evolution of the datasets, and this may be due to the fact that the assumed uniform UV back-
ground fluctuates more at higher redshifts. However, the fluctuations will not significantly change our
conclusions because at present, the redshift interval we are interested in is z ∼ 2 − 6 during which the
assumption for the uniform UV background is almost valid. In addition, the derived τ eff is somewhat
smaller than the measurement around z = 2, resulting from the deviated quasar luminosity function in
our model. The appearance of Lyα opacity implies that most regions along the line of sight are optically
thick in the IGM approaching z ∼ 6.

3.3 Neutral Fraction of Cosmic Hydrogen

Finally, we roughly consider the neutral fraction of cosmic hydrogen following the overlap era of reion-
ization. Based on the post-overlap reionization model of MHR00, the volume weighted neutral fraction
can be described as

〈fHI〉V = 1 + FV

[∫ ΔIGM

0 fHI(Δ)PV(Δ) dΔ∫ ΔIGM

0
PV(Δ) dΔ

− 1

]
, (27)

where ΔIGM is the maximum overdensity in the IGM and we set Δ IGM = 150 (Fan et al. 2006;
Bolton & Haehnelt 2007c). Here, fHI(Δ) is the residual neutral hydrogen fraction in an ionized region
with overdensity Δ

fHI(z, Δ) =
τeff(z)H(z)
σαcnH(z, Δ)

, (28)

in which σα = 4.48 × 10−18cm2 is the scattering cross-section for Lyα photons, and nH is the proper
hydrogen number density at a given z and Δ.

It is clearly shown in Equation (27) that the estimate of 〈fHI〉V is very sensitive to the exact value
of 1 − FV which is nearly 1–3 orders of magnitude larger than the fraction term on the right hand side.
We therefore consider the influence of the adopted FV on the expected neutral hydrogen fraction in
detail. As discussed in Bolton & Haehnelt (2007c), FV is assumed to be unity at z ≤ 6 owing to the
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Fig. 5 Lyα effective optical depth as a function of redshift, compared to the observational data with error
bars. The best fit evolution computed from our reionization model is shown by the solid line. The filled
circles correspond to the combined measurements of τeff using the Lyα, Lyβ and Lyγ transitions with
conversion factors (Fan et al. 2006). The filled triangles and diamonds give the estimates obtained from
Songaila (2004) and Kirkman et al. (2005), respectively, both of which only measure the absorption
associated with the Lyα forest.

Fig. 6 Redshift dependence of the fraction of volume-weighted neutral hydrogen in the IGM following
the overlap of reionization. The solid line gives the theoretical prediction made by our analytic model.
Independent observational constraints with error bars at various redshifts are taken from Bolton et al.
(2005, open diamonds), Bolton & Haehnelt (2007c, open triangles), Fan et al. (2006, filled circles),
Mesinger & Haiman (2007, filled triangle) and Totani et al. (2006, filled square).

highly ionized state in the IGM. In this case, only the fraction term contributes to 〈f HI〉V, which is of
the order ∼ 10−5 and does not depend strongly on the estimate of mean free path. However, we caution
that the value of FV is rather uncertain and quite model-dependent. Although the hydrogen in the IGM
is already highly ionized by z ∼ 6, the FV is likely to be a little smaller than unity, such as FV = 0.999,
and then (1 − FV) becomes the leading term in Equation (27), resulting in a sharp increase in the
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estimated neutral fraction. Thus, while the neutral fraction of cosmic hydrogen can in principle provide
more stringent constraints on the reionization model, the quantitative estimate of it has no meaning in
the post overlap epoch of reionization. Here, we just roughly confirm the strong evolution of the neutral
fraction over the redshift range that we probe, and the theoretical prediction for 〈f HI〉V is plotted in
Figure 6. Around z = 6, the estimate dramatically increases by a factor of ∼ 3000, to 3 × 10−2. As we
show, the derived 〈fHI〉V (solid line) is not fully consistent with the published datasets, yet the trend of
rapid evolution is clearly established.

4 DISCUSSION

The goal of this work is to characterize the evolution of the ionization state of cosmic hydrogen in the
post-overlap phase of reionization. By considering the overdense environment where quasars reside,
we present a well-tested reionization model including not only knowledge of IGM properties, but also
intrinsic properties of ionizing sources. The structure formation in these overdense regions and conse-
quently the gas distribution, star formation, and reionization of neutral hydrogen are significantly biased
away from those in the regions with cosmic mean density. Obviously, the enhanced densities induce
higher formation and growth rates for both stars and QSOs, and further affect the ultraviolet emission
together with the nature of reionization. Associated with the appropriate combination of free parame-
ters and the robust estimates of photon mean free path, the ionizing background intensity contributed
by galaxies and quasars is readily computable from our analytic model. Furthermore, we are able to
quantitatively describe the evolutions of photoionization rate, Lyα effective optical depth and neutral
hydrogen fraction over the redshift range 2 <∼ z <∼6. By comparing our expectations to observed ab-
sorption spectra of high-redshift quasars together with hydrodynamical simulations, we provide more
stringent constraints on the allowed ranges of free parameters as well as the mean free path for ionizing
photons.

Adopting a hybrid expression for the biased mass function of dark matter halos, we improve the
quasar luminosity function with the similar framework described in Haiman & Loeb (1998). We inves-
tigate the logarithmic slope of this luminosity function in the redshift interval z ∼ 2 − 6, and find that
our simple prescription can offer a better fit to the observations, particularly at z > 2.5. For the star for-
mation history, we find that the enhanced densities surrounding high-redshift quasars would introduce
an increase in the star formation efficiency on the order of 25% − 65% during 2 � z � 6, that reaches
0.11 at z = 2. In our model, the ionizing radiation from distant sources is significantly degraded by
attenuation which is directly related to the mean free path of ionizing photons. While the exact values
of the mean free path are model-dependent, the strong evolutionary trend is clearly detected from z ∼ 4
to 6. Since there are no independent measurements of λmfp, we suggest an alternative way to constrain
the expected mean free path through matching the observed flux decrement in quasar absorption spec-
tra. Our calculations reveal a very similar evolution of the mean free path to the critical overdensity for
hydrogen reionization. The redshift dependence of these critical overdensities are examined carefully,
and then the mean free path is straightforward to compute from Δ crit. We show that the λmfp rises from
1 proper Mpc at z 
 6 to 250 proper Mpc at z 
 2. Around z = 6, the mean free path reaches ∼ 1
proper Mpc which is comparable to the correlation length of star-forming galaxies. Also notice that the
estimated critical overdensities are severely restricted to the range of 740 − 4 for z = 2 − 6, which are
factors of 4−0.02 larger than the corresponding critical threshold for collapse, indicating a rapid overlap
process during this redshift range. We have calculated the photoionization rate Γ−12 with two different
lower limits on quasar luminosity (Lmin = 1012.5LB,� and Lmin = 1011.17LB,�), and found that the
quasar ionizing radiation computed with Lmin = 1011.17LB,� would exceed the values computed with
Lmin = 1012.5LB,� by a factor of 1.2 − 10.7 during 3 � z � 6. However, towards lower redshifts, the
ionizing background is no longer sensitive to the adopted lower limit. Additionally, we show the strong
evolution of the neutral hydrogen fraction over the redshift range 2 <∼ z <∼6, and the most dramatic evo-
lution appears shortly after z = 6. We analyze this increase process in detail and further point out that
the quantitative estimates of neutral fraction is very model-dependent and even not reliable in the post
overlap epoch.
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For our results, a general agreement with existing measurements is achieved, which enhances our
confidence in the theoretical calculations. With future wide-field IR surveys and low-frequency radio
experiments (such as 21CMA, LOFAR, MWA and SKA), further theoretical modeling will hopefully
improve these constraints and complement our knowledge about the formation and evolution of cosmic
structures.
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