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Abstract We proposed a new statistic w spectrum which can detect the shot
width distribution sensitively. By applying the w spectrum to X-ray binaries, we
can distinguish between neutron stars and black holes from their different shot
behaviours at small timescales. The energy dependent analysis for black hole bi-
naries, in particular for Cyg X-1, can help us to reveal dynamical evidence for
black hole accretion flows and state transitions. Both narrow and broad iron Kα
lines are presented in the w analysis, affording dynamical evidence for iron lines
origin.
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1 INTRODUCTION

Black hole X-ray binaries (for reviews see Tanaka & Lewin 1995; McClintock & Remillard 2004)
manifest complex emission variabilities on wide timescales, varying with energies and spectral
states. The physics of the accretion flow and state transitions are still unclear in details. A
system of timescale analysis on time domain has been established in recent years (Li 2001;
Li & Muraki 2002), on basis of which we proposed a new statistics defined as the differential
coefficient of the mean absolute difference of a time series (Feng, Li & Zhang 2004) applying to
RXTE observations of X-ray binaries to study shot emissions resulting in helpful constraints
on accretion flow and state transitions (Feng, Zhang & Li 2004).
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2 DEFINITION OF THE w SPECTRUM

2.1 Algorithm

Let {x(j; δt)} denote the originally observed light curve, where x(j; δt) (cts/s) is the counting
rate during the time interval [jδt, (j + 1)δt] (j = 0, 1, 2, . . .), and δt is the time resolution. To
study the variability on a larger timescale ∆t = Mδt, we need to construct a lightcurve with
the time step ∆t from the original time series by combining its M successive bins as

xm(i; ∆t) =
1
M

(i+1)M+m−1∑
j=iM+m

x(j; δt) cts/s, (1)

where i = 0, 1, . . . , N − 1 and m (∈ [0, M − 1]) is the discrete phase of the time series. The
lightcurve {xm(i; ∆t)} does not include any information about the variation on timescales ≤ ∆t.
A mean absolute difference of the observed lightcurve at the timescale ∆t can be defined as

W (∆t) =
1
M

M−1∑
m=0

( 1
N − 1

N−2∑
i=0

|xm(i + 1; ∆t) − xm(i; ∆t)|
∆t

)
. (2)

The W (∆t) includes information of variability with timescales larger than or equal to ∆t. To
extract the information at the timescale ∆t, we can calculate the rate of change of W (∆t)

w(∆t) = −dW (∆t)
d∆t

. (3)

The mean absolute difference for Poissonian background and fluctuation can be derived as

Wnoise(∆t) =
2e−2x̄∆t

∑∞
n=0 nIn(2x̄∆t)
∆t2

, wnoise(∆t) = −dWnoise(∆t)
d∆t

. (4)

with being x̄ the average counting rate of the lightcurve and In the modified Bessel function of
the first kind with the order number n. The signal’s value of the statistic w can be derived as

ws(∆t) = w(∆t) − wnoise(∆t) . (5)

Calculating ws(∆t) by Eq. (5) at different step ∆t for an observed lightcurve we can get
a timescale spectrum of ws. The differential coefficients in Eqs. (3) and (4) can be calculated
numerically. In practice, a lightcurve may be divided into L segments, we can calculate ws,l for
each segment and then obtain the average value and the standard error

ws =
L−1∑
l=0

ws,l/L , σ(ws) =

√√√√L−1∑
l=0

(ws,l − ws)2/L(L − 1) . (6)

2.2 Simulations

Periodic and random shots : In Fig. 1, one time series is periodic shots and the other is randomly
distributed shots. A peak around the timescale equal to the shot width appears clearly in either
spectrum. The other characteristic timescale, half period, of the periodic series is also shown
in its w spectrum with a smaller amplitude. At small timescales, the random shot series has
stronger variability than the periodic one, reflected as the larger amplitude in its w spectrum.

Random shots with noise: The ws spectra of a set of simulated light curves consisting of both
white noise and random shots are calculated in Fig. 2. The shot width is randomly sampled from
a uniform distribution between [τ1, τ2] and its profile has either square or Gaussian form. The
time resolution is 10ms and the total duration is 5000 s with each segment of 500 s. The results,
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Fig. 1 w spectra for periodic and random square shot series. Top: a periodic square
shot series. The square width tw = 0.1 s and the period T = 1 s. Middle: a random
square shot series. The square width tw = 0.1 s and the interval time between every
two neighboring squares follows the exponential distribution with a mean of 1 s. Bottom:
w spectra of above series; The time resolution is 5ms and the total time length is 1250s
with each segment of 250 s.

shown in Fig. 2 (panel (a) for square shots and (b) for Gaussian shots), indicate that we can use
the lower timescale cutoff in the w spectrum to measure the shortest width of random shots with
high accuracy. For comparison, we also calculate the Fourier power spectrum density (PSD) for
each shot series (panel (c) and (d) of Fig. 2 for square and Gaussian shots respectively). It is
clear by comparing the PSD with the ws spectra in Fig. 2 that the w spectrum can be used to
detect the shot width more conveniently and accurately.

In sum, the w spectrum is only sensitive to the width distribution of a shot series, but
insensitive to shot profile, separation distribution and amplitude. In particular, the w spectrum
is especially powerful in detecting the smallest shot width of a shot series.

3 DISTINGUISHING BLACK HOLES AND NEUTRON STARS

The top panel of Fig. 3 shows the normalized w spectra of five black hole binaries (BHBs).
All spectra show a cut-off at a timescale about 0.05 s. But for five selected neutron star (NS)
binaries with weak magnetic fields, the w spectra have no obvious cut-off above 10−2 s (see
the bottom panel of Fig. 3). This results is consistent with previous PSD analysis (Sunyaev &
Revnivtsev 2000; Li & Muraki 2002).

Furthermore, the energy dependent analysis is carried out for three BHBs at their hard
state (Fig. 4). There are three components in a typical plot of shot cutoff timescale vs. energy:
(1) descending part at low energies, (2) ascending part at high energies, and (3) a broad iron
Kα line part around 6 keV. In this observation of GRO J1655−40, the iron line does not appear
in timing analysis as well as energy spectrum.
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Fig. 2 w spectra for random shots. Shots separations are exponentially distributed
with a mean of 1 s. The peak rate of a shot is random from 0 to 1000 cts/s above a
background of 1000 cts/s. Poisson counting statistics are included in the simulations.
The legend means the timescale regions in which shot width are randomly distributed
(width refers to FWHM for Gaussian shots). (a) — w spectra for square shots. (b) —
w spectra for Gaussian shots. (c) — PSDs for square shots. (d) — PSDs for Gaussian
shots.

In the scope of our discussion, we only consider the shot model as magnetic flares (Poutanen
& Fabian 1999), in which the shot timescale is related to the Keplerian timescale, and therefore
corresponds to the spatial scale of the accretion flow.

The descending part is possibly originated from emissions in the disk, with higher energy
shot located at inner radius causing a decreasing of timescale with increasing energy. The
ascending part is related to emissions from the corona; shots are up-Comptonized to increase
energy as well as timescale. In this scenario of magnetic flares, The “turning point” (the joint
between the descending and ascending parts) is thought to correspond to the innermost region
of the accretion disk, where radiations are most variable. The broad peak around 6 keV is caused
by the Fe Kα fluorescence deduced from the relevant energy spectral analysis.

4 SPECTRAL STATE TRANSITIONS OF CYG X-1

In Fig. 5, the energy dependent shot cutoff timescales in the low, intermediate and high states
of Cyg X-1 are presented respectively. It is shown clearly that in the descending part cutoff
timescales decrease when the spectral state becomes high/soft. However above the “turning
point”, timescales in three states are almost the same.
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Fig. 3 w spectra for X-ray binaries. Top: black hole binary candidates;
Bottom: weakly magnetized neutron star binaries.
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Fig. 4 Shot cutoff timescale versus energy for three BHCs.

To study the inner-state shot timescale evolution as well as the state transitions, power-law
spectrum photon indices Γ and shot cutoff timescales τ at different states and different energy
bands are shown in Fig. 6. Every energy spectrum is fitted by a multi-color disk model plus a
power-law model with a reflection component, i.e., diskbb+pexrav. It is obviously shown that
at low energy bands from panels (a) to (g), Γ is inversely proportional to τ . While at energies



18 H. Feng, S. N. Zhang & T. P. Li

2 3 4 5 6 7 8 910 20 30 40 5060
0.02

0.03

0.04

0.05

0.06

0.07

E (keV)

τ 
(s

)

low state
intermediate state
high state

Fig. 5 Shot cutoff timescales versus energy in three states of Cyg X-1.
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Fig. 6 Photon index versus shot cutoff timescale of Cyg X-1. The solid line is the
best-fitted line labelled with the slope, standard error and correlation coefficient.

larger than the “turning point” in panels (h) and (i), there is no correlation between τ and Γ.
Also in the Fe Kα band in panels (e) and (f), the correlation at low state is somewhat weak.
The best-fitted line slope α at the low energy bands seems to increase with energy increasing
except in the Fe line band.

Because the “turning point” relates to the innermost region of the accretion disk, its
timescale is connected with the truncation radius. From the results in Fig. 5, we find the ratio of
truncation radius between low and high states is 1.14, which is conflicted with ADAF model by
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Esin et al. (1998), marginally consistent with the reversal disk model by Zhang et al. (1997) and
the smoothly matched ADAF-standard disk model by Lu et al. (2004), and highly consistent
with the ionization model by Young et al. (2001).

We make Monte-Carlo simulations of the extended corona model (Kazanas, Hua &
Titarchuk 1997) to compare with our results at the ascending part. In this model, the corona
consists of an uniform-density inner core and a r−1-density outer shell. The best-fitted inner
core radius Rc is 11, 7 and 30 Rs, and the inner core density ρc is 2.0, 1.9 and 0.3 1016 cm−3

for the low, intermediate and high state, respectively. Our results indicate that in the low
state, the corona is smaller and denser than the high state; the corona configuration in the low
and intermediate state is similar. This conclusion contradicts the unified accretion model of
Esin, McClintock & Narayan (1997). We would like to mention that the uniform-density corona
model (e.g., Payne 1980; Titarchuk 1994) provides much worse fit to our results compared to
the extended corona model.

5 NARROW AND BROAD IRON Kα LINES

From a large number of shot cutoff timescales versus energy, two typical instances, one in the
intermediate state and the other in a low state, are selected and shown in Fig. 7. The one in
the intermediate state has a broad Fe peak and the other in the low state contains both broad
and narrow Fe lines. Both broad and narrow lines present timescale-broadening. The timescale-
broadening for broad line is interpreted as light bending (Fabian & Vaughan 2003; Miniutti et
al. 2004). The timescale-broadening for the narrow line is probably caused by light-crossing;
the Fe line reflection region can be inferred to be at radius ≤ 100Rs in our results.
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Fig. 7 Shot cutoff timescales versus energy in two observations of Cyg X-1. The
intermediate state contains a broad Fe Kα line. The low state contains a narrow line
above a weak broad line.
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